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Lecture�Schedule
Be�careful!�It�may�change!

• Day�1:�

• Cosmological�Evolution�of�Gamma-ray�
Emitting�Objects�

• Cosmic�GeV�Gamma-ray�Background�
Radiation�Spectrum�

• Day�2:�

• Cosmic�MeV�Gamma-ray�Background�
Radiation�Spectrum�

• Cosmic�Gamma-ray�Background�
Radiation�Anisotropy�

• Day�3:�

• Gamma-ray�Propagation�in�the�Universe�

• Probing�Extragalactic�Background�Light�
with�Gamma-ray�Observations�

• Day�4:�

• Intergalactic�Magnetic�Field�

• Cosmic�Reionization�(if�possible)�

• Cosmic�Expansion�(if�possible)
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High�Energy�Astrophysics
• Different�wavelength�tells�different�properties.�

• High�Energy�Astrophysics?�

• “Energetic”�universe�

• X-ray,�Gamma-ray,�TeV-PeV�neutrinos�(Multi-messenger)�

• New�telescopes:�XRISM,�IXPE,�ATHENA,�Fermi,�MAGIC,�
HESS,�VERITAS,�CTA,�LHAASO,�IceCube,,

(NASA/GSFC)



High�Energy�Astrophysics�/�⾼エネルギー天⽂学とは
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High�Energy�Astrophysical�Objects

6th International Fermi Symposium - Arlington, VA - November 9-13, 20156th International Fermi Symposium - Arlington, VA - November 9-13, 2015
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Why�High�Energy�Astrophysics?

©�MPI ©�Scientific�American

©�NASA
© W. Hanlon

Origin�of�Cosmic�Rays Relativistic�Jets

Cosmic�HistoryDark�Matter

Origin�of�Matter

©�ESO ©�ESO

Supernova Neutron�Star�Merger�



Cosmological�Evolution�of� 
Gamma-ray�Emitting�Objects�



Cosmological�Evolution?
Probe�the�Cosmic�History

• Understand�the�history.�

• how�many�in�the�past?�

• when�they�were�active?©�STScI

Cosmic�Star�Formation�History

Madau & Dickinson +’14



Which�object�class�can�we�study�the�evolution?
Yes.�Many�many�samples�are�required.
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• 4FGL�Catalog�

• Fermi�8-year�

• 5064�objects�

• 3137�blazars�

• We�can�study�the�blazar�
evolution�w/�Fermi.Abdollahi+’20



Active�Galactic�Nuclei�(AGNs)

• Gas�accretion�on�to�SMBHs��

➡brighter�than�the�galaxy�

• Active�Galactic�Nuclei:�AGNs�

• Various�population�

• Blazar,�Radio�Galaxy,�Seyfert,,,�

• Relativistic�jet�

• Feedback�/�Cosmic�rays�/�Neutrinos

Blazar

Seyfert 
(no jet)

Black Hole

©NASA

Accretion 
Disk

imaginary picture of AGN

Radio 
Galaxy

Relativistic 
Jet



Blazars
Jet�pointing�toward�the�Earth

• Highly�variable� �

• Non-thermal�emission�from�radio�to�gamma-ray�

• Two�peaks�

• Synchrotron�&�Inverse�Compton�

• Hadronic?�

• Luminous�blazars�(Flat�Spectrum�Radio�Quasars:�
FSRQs)�tend�to�have�lower�peak�energies�(Fossati+’98,�
Kubo+’98;�Ghisellini+’17)

Δt ∼ 1 day

Markus Ackermann  |  220th AAS meeting, Anchorage  |  06/11/2012  |  Page  

The origin of the EGB in the LAT energy range.

4

Unresolved sources Diffuse processes
Blazars

Dominant class of LAT extra-
galactic sources. Many estima-
tes in literature.  EGB contribu-
tion ranging from 20% - 100% 

Non-blazar active galaxies
27 sources resolved in 2FGL 
~ 25% contribution of radio 
galaxies to EGB expected. 
(Inoue 2011)

Star-forming galaxies
Several galaxies outside the 
local group resolved by LAT. 
Significant contribution to EGB 
expected. (e.g. Pavlidou & Fields, 
2002)

GRBs
High-latitude pulsars

small contributions expected. 
(e.g. Dermer 2007, Siegal-Gaskins et al. 

2010) 

Intergalactic shocks
widely varying predictions of 
EGB contribution ranging from 
1% to 100% (e.g. Loeb & Waxman 
2000, Gabici & Blasi 2003)

Dark matter annihilation
Potential signal dependent on 
nature of DM, cross-section and 
structure of DM distribution 
(e.g. Ullio et al. 2002)

Interactions of UHE cosmic 
rays with the EBL

dependent on evolution of CR 
sources, predictions varying from 
1% to 100 % (e.g. Kalashev et al. 2009)

Extremely large galactic 
electron halo (Keshet et al. 2004)
  

CR interaction in small solar 
system bodys (Moskalenko & Porter 
2009)
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Figure 9. Comparison between the new and the original blazar sequence for all blazars. Note that the original blazar sequence considered five radio luminosity
bins, while the new one considers bins in the γ -ray band.

density U ′
ext as measured in the comoving frame of the emitting jet

region, moving with a bulk Lorentz factor ". This is of the order:

U ′
ext ∼ "2 [UBLR + UT] , (5)

where the unprimed quantities are measured in the black hole frame.
UBLR and UT are the radiative energy densities due to the BLR and
the torus, respectively.

If the radius of the broad-line region (BLR), RBLR, scales
as RBLR ∼ 1017L

1/2
d,45 cm, we have (see e.g. Ghisellini &

Tavecchio 2009):

UBLR = aLd

4πR2
BLRc

∼ 1
12π

erg cm−3. (6)

where we have assumed a covering factor a = 0.1 for the broad-line
clouds.

A similar argument can be made for the relevant distance of the
molecular torus. We can assume that the absorbing dust survives
at a temperature TT < 103 K. We can also assume that the torus
re-emits all the disc radiation it intercepts. This is a fraction f of Ld,
that depends on the geometry of the torus itself. For simplicity, and
very crudely, let us assume that its shape is similar to a portion of
a sphere of radius RT that is also the distance from the black hole.
Assuming that f 4πR2

T is the total surface of the torus, we have

4πf R2
TσSBT 4

T = f Ld → RT ∼ 1.2 × 1018L
1/2
d,45T

−2
T,3 cm. (7)

Since RT ∝ L
1/2
d , also the energy density UT produced by the torus

is constant, as long as we are at a distance smaller than RT from the
black hole:

UT ∼ 0.07f

12π
erg cm−3. (8)

We can conclude that in the comoving frame, U ′
ext ∝ "2, therefore

it is nearly constant if the "-factor is approximately the same in
different sources. In this case the cooling rate is the same in FSRQs
of different power.

For BL Lacs, instead, the main radiation mechanism for the high-
energy hump is the synchrotron self-Compton process. It strongly
depends upon the synchrotron radiation energy density in the

Figure 10. Top panel: the SED of a few FSRQs (PKS 1352–104, z = 0.33;
PKS 1346–112, z = 0.34; S4 0110+49, z = 0.389 and 5BZQ 1153+4931,
z = 0.334) compared with the SED of 1ES 0502+675 (z = 0.34), a blue
BL Lac object. All blazars have the same Lγ (they belong to the same bin
45 < log(Lγ /erg s−1) < 46), but they have very different SEDs. The red
(for the FSRQs) and blue (for the BL Lac object) lines correspond to a
model (Ghisellini & Tavecchio 2009) that tries to explain the IR to GeV
emission, including the thermal components. The black hole mass found for
the FSRQs is around 108M' and the disc luminosity is Ld = 0.1LEdd. For
BL Lac, we assumed a black hole mass 109M' and Ld = 104LEdd. Bottom
panel: the same occurs also at smaller luminosities. In this figure, PMN
0017–0512 (z = 0.227, orange line) is an FSRQ with a visible accretion disc
component, while PMN 2014–0047 (z = 0.23, black solid line) is a BL Lac
object. FSRQs with black hole of low mass and disc luminosity Ld ∼ 0.1LEdd
have jets of relatively small luminosities, but have an SED looking alike the
most powerful blazars. On the contrary, BL Lacs with a large black hole
mass but with L(10−2LEdd may have the same Lγ but completely different
SEDs.

MNRAS 469, 255–266 (2017)

Downloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/469/1/255/3098185 by RIKEN user on 10 Septem
ber 2019

FSRQ

BL Lac



• Luminosity-dependent�density�
evolution� 
(e.g.,�Narumoto�&�Totani�’06;�YI�&�Totani�’09;�
Ajello+’12,,,)�

• Positive�evolution.�

• But,�low-luminosity�BL�Lacs�show�
negative�evolution.

The Astrophysical Journal, 780:73 (24pp), 2014 January 1 Ajello et al.
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Figure 3. Observed redshift (upper left), luminosity (upper right), photon index (lower left), and source count (lower right) distributions of LAT BL Lac objects. The
continuous solid line is the best-fit LDDE model convolved with the selection effects of Fermi. The error bars reflect the statistical uncertainty including (for the
upper plots) the uncertainty in the sources’ redshifts. Error bars consistent with zero represent 1σ upper limits for the case of observing zero events in a given bin (see
Gehrels 1986).

respect to the PLE and PDE models. The fit with τ = 0 (all
luminosity classes evolve in the same way) already provides a
representation of the data, which is as good as the best-fit PLE
model (see Table 3). If we allow τ to vary, the fit improves
further with respect to the baseline LDDE1 model (TS = 30,
i.e., ∼5.5σ ). Figure 3 shows how the LDDE3 model reproduces
the observed distributions.

The improvement of the LDDE2 model with respect to the
PLE3 model can be quantified using the Akaike information
criterion (AIC; Akaike 1974; Wall & Jenkins 2012). For each
model, one can define the quantity AICi = 2npar − 2 ln L,
where npar is the number of free parameters and −2 ln L is
twice the log-likelihood value as reported in Tables 2 and 3. The
relative likelihood of a model with respect to another model can
be evaluated as p = e0.5(AICmin−AICi ), where AICmin comes from
the model providing the minimal AIC value. According to this
test, the PLE3 model has a relative likelihood with respect to
the LDDE2 model of ∼0.0024. Thus, the model LDDE2 whose
parameters are reported in Table 3 fits the Fermi data better
(∼3σ ) than the PLE3 model.

In this representation, low-luminosity (Lγ = 1044 erg s−1)
sources are found to evolve negatively (p1 = −7.6). On
the other hand, high-luminosity (Lγ = 1047 erg s−1) sources
are found to evolve positively (p1 = 7.1). Both evolutionary
trends are also correctly represented in the best-fit PLE model
(PLE3 in Table 2), but the LDDE model provides a slightly
better representation of the data. The different evolution of
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low-luminosity and high-luminosity sources can be readily
appreciated in Figure 4, which shows the space density of
different luminosity classes of BL Lac objects as a function
of redshift. This figure was created by taking into account the
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The Astrophysical Journal, 751:108 (20pp), 2012 June 1 Ajello et al.
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Cosmological�Evolution�of�Blazars
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Luminosity�function
Comoving�density�as�a�function�of� �and�L z

• AGNs�favor�luminosity�dependent�density�evolution� 
(e.g.,�Ueda+’03,’14,�YI&Totani’09;�Ajello+’12;�Ajello+’14;�Ajello+’15,,,)

Pure�Luminosity�Evolution Pure�Density�Evolution
Luminosity�Dependent�

Density�Evolution

YI�Thesis



Do�we�understand�the�blazar�evolution?
Maybe,�Not�Yet,,,2488 T. Sbarrato et al.

5 TWO E P O C H S F O R B L AC K H O L E
F O R M AT I O N ?

Our three blazars join the other two blazars already known in
the SDSS+FIRST region of the sky in the redshift bin 4 <

z < 5 and with a black hole mass MBH > 109 M!: SDSS
J083946.22+511202.8 and SDSS J151002.92+570243.3 (Sbarrato
et al. 2013a). They allow us to infer the existence of a large num-
ber of jetted quasars analogous to the five blazars. Since they are
all observed with θv < 1/", each of them traces the presence
of ∼2"2 = 338("/13)2 quasars with MBH > 109 M!. Since the
SDSS+FIRST survey covers 8770 deg2, the five blazars imply that
over the whole sky there must exist ∼7700 jetted AGN with similar
intrinsic properties, namely similar black hole masses. The comov-
ing volume in the redshift frame 4 < z < 5 is ∼425 Gpc3, therefore
we can conclude that there must be at least 18 radio-loud AGN per
Gpc3 with masses MBH > 109 M!, hosted in jetted systems.

How does this conclusion fit in the current paradigm of supermas-
sive black holes in the early Universe? Fig. 4 shows the comoving
number density of extremely massive black holes (MBH > 109 M!)
hosted by radio quiet (blue line, derived as in Ghisellini et al. 2010
from the mass function in Hopkins et al. 2007) and radio-loud
AGN [orange line, derived from Fermi/LAT (Ajello et al. 2012)
and Swift/BAT (Ajello et al. 2009) blazar luminosity functions as
in Ghisellini et al. 2010. Note that at z > 4 the comoving number
density of jetted quasars is no more supported by data from the two
blazar surveys (Fermi/LAT and Swift/BAT). Before the beginning of
our systematic search of high-redshift blazar candidates (see Ghis-
ellini et al. 2010, 2013), the serendipitous blazars known at z > 4
(green pentagons) could not provide sufficient statistics to continue
the calculation of comoving number density. For z > 4, the density
was assumed to decrease exponentially, as the corresponding one
for radio-quiet objects.

Nevertheless, a hint of different density distributions between
jetted and non-jetted objects was already visible in Ghisellini et al.
(2010) and Ghisellini et al. (2013). The two yellow pentagons in
Fig. 4 are the (all-sky) number densities derived from the five blazars
at 4 < z < 5 contained in the SDSS+FIRST sky area (three from
this work and two from Sbarrato et al. 2013a) and the two blazars
we classified at z > 5 (B2 1023+25 at z = 5.3, Sbarrato et al.
2012, Sbarrato et al. 2013b; SDSS J1146+403 at z = 5, Ghisellini
et al. 2014). Our observations clearly push towards an interesting
conclusion: the density of extremely massive black holes hosted
in jetted systems peak at least around z ∼ 4, while the non-jetted
systems peak at z ∼ 2–2.5. This suggests two different epochs of
SMBH formation, and the black holes that grow developing a jet
seem to be born earlier, and/or to grow faster.

The presence of a jet in AGN is commonly linked to high values of
black hole spin. This does not facilitate a fast accretion, according
to the common knowledge. Maximally spinning black holes (i.e.
with dimensionless spin values a ∼ 0.998) accrete from accretion
discs that are thought to be more efficient radiators (η = 0.3; Thorne
1974). Spending energy in radiation makes the accretion of matter
on the black hole much less efficient, slowing down the accretion
process. As explained in Ghisellini et al. (2013), in fact, a spinning
black hole accreting at Eddington rate would need 3.1 Gyr to grow
from a seed of 100 to 109 M! (ignoring black hole merging). This
would imply that such massive black holes should not be visible at
z > 2.1, while their preferential formation epoch seems to be around
z ∼ 4. In Ghisellini et al. (2013), some options for a faster accretion
in presence of a jet are explored. The available energy, in fact, is not
all radiated away, but contributes to amplifying the magnetic field

Figure 4. Comoving number density of supermassive black holes with
MBH > 109 M! hosted in radio-quiet (blue line, derived from the lumi-
nosity function by Hopkins, Richards & Hernquist 2007) and radio-loud
quasars (orange line). The radio-loud density is obtained from blazar num-
ber densities, by multiplying them by 450 = 2"2 (" = 15). Blue data and
the light blue line are derived from the γ -ray luminosity function obtained
by Fermi/LAT (Ajello et al. 2012). Red data points and the yellow line are
derived from the [15–55keV] luminosity function from Ajello et al. (2009),
modified as in Ghisellini et al. (2010). All the number density functions
are derived by integrating the corresponding luminosity functions at lumi-
nosities larger than what labelled in figure, to ensure that correspond to
MBH > 109 M!. Such a cut in luminosity selects objects that are the most
luminous in their corresponding bands, other than the most massive. Green
pentagons represent the state of the art before the beginning of our project,
with four serendipitous blazars in the 4 < z < 5 bin and the single detection
of Q0906+6930 at z > 5. The yellow pentagons are instead the number
densities derived from our results. In the redshift frame 5 < z < 6, the data
point is given by the two blazars we classified at z > 5 (B2 1023+25 and
SDSS J1146+403, both in the SDSS+FIRST region of the sky). At 4 < z

< 5, the new (yellow) lower limit is provided by the two already known
high-z blazars in the SDSS+FIRST survey (SDSS J083946.22+511202.8
and SDSS J151002.92+570243.3), along with the three classifications we
perform in this work. Our results confirm the existence of an early peak
(z ∼ 4) of black hole formation in jetted AGN, in contrast to the main
formation epoch of massive radio-quiet quasars (z ∼ 2.5).

and thus launching the jet. Considering this, the accretion is faster,
but black holes with MBH > 109 M! are still hard to form before
z ∼ 4–5.

6 C O N C L U S I O N S

In this work, we observed with Swift/XRT three blazar candidates
contained in the SDSS+FIRST survey, having redshifts between
4 and 5 and black hole masses exceeding 109 M!. We can clas-
sify SDSS J142048.01+120545.9, SDSS J222032.50+002537.5
and PMN J2134−0419 as blazars, thanks to the their bright and
hard X-ray spectrum. The full SED fitting in fact requires bulk
Lorentz factors " ∼ 13, and viewing angles θv ∼ 3◦.

These three newly classified blazars join the other two already
known in the same region of the sky, same redshift bin, and black

MNRAS 446, 2483–2489 (2015)Downloaded from https://academic.oup.com/mnras/article-abstract/446/3/2483/2892664
by RIKEN user
on 22 March 2018

• Gamma-ray�blazars�show�evolutionary�peak�at�z~1-2�
(e.g.,�YI�&�Totani’09;�Ajello,YI+’15)�

• But,�it�is�at�z~3-4�for�X-ray�blazars� 
(Ajello+’09,�see�also�Toda,�Fukazawa,�YI’20).�

• Important�for�high�energy�neutrinos.

Sbarrato+’15 IceCube�‘17



Cosmic�GeV�Gamma-ray�
Background�Radiation�Spectrum



Why�is�the�sky�dark�at�night?
Olber’s�Paradox

• If�the�Universe�is�infinite�and�has�infinitely�many�stars,�the�
sky�should�be�as�bright�as�the�surface�of�the�Sun.�

• Answer:�the�Universe�is�not�infinite.�

• Is�the�sky�truly�dark?�No.��

• There�is�faint�but�almost�isotropic�emission�in�the�entire�
sky.�

• “Cosmic�Background�Radiation”�

• Cumulative�emission�of�the�universe�in�its�entire�history.

©Wikipedia

Heinrich�Wilhelm�Matthias�
Olbers�(1758-1840)
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~106�objects�erg/cm2/s> 1 × 10−14
SRG/e-ROSITA�
1-year�survey

Soft�X-ray�Sky�(0.3-2.3�keV)



GeV�Gamma-ray�Sky�(0.1-100�GeV)

Fermi�
5-year�survey ~5000�objects©�NASA
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Cosmic�X-ray�&�Gamma-ray�Background�Spectrum
From�X-ray�to�TeV�Gamma-ray

• X-ray�background�is�well�
explained�by�Seyferts�
(e.g.,�Ueda+’03)�

• MeV�background�is�under�
debate�(Day�2).�

• GeV�background�is�now�
understood�by�Fermi.

Figure 10. from The Spectrum of Isotropic Diffuse Gamma-Ray Emission between 100 MeV and 820 GeV
Ackermann et al. 2015 ApJ 799 86 doi:10.1088/0004-637X/799/1/86
http://dx.doi.org/10.1088/0004-637X/799/1/86
© 2015. The American Astronomical Society. All rights reserved.

Ackermann+’15



GeV�Gamma-ray�
Background�Radiation

• Single�power-law�spectrum�

• +�cutoff�@�~sub�TeV?�

• 30%�of�CGB�is�resolved�at�
~1GeV.�

• Resolved�more�at�higher�
energies.�

• What�are�the�origins?

The Astrophysical Journal, 799:86 (24pp), 2015 January 20 Ackermann et al.
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Figure 8. Comparison of the total EGB intensities for different foreground models. The total EGB intensity is obtained by summing the IGRB intensity and the
cumulative intensity from resolved Fermi LAT sources at latitudes |b| > 20◦ (gray band). See Figure 7 for legend.

Table 6
Results of the Parametric Fit of the Total EGB

Foreground I100 γ Ecut I>100 χ2/ndof χ2/ndof χ2/ndof
Model (MeV−1 cm−2 s−1 sr−1) (GeV) (cm−2 s−1 sr−1) (PLEa) (PLa) (BPLa)

Model A (1.48 ± 0.09) × 10−7 2.31 ± 0.02 362 ± 64 (1.13 ± 0.07) × 10−5 11.0/23 72.4/24 10.5/22
Model B (1.66 ± 0.09) × 10−7 2.28 ± 0.01 267 ± 37 (1.29 ± 0.07) × 10−5 13.5/23 130./24 11.3/22
Model C (1.28 ± 0.08) × 10−7 2.30 ± 0.02 366 ± 71 (0.98 ± 0.06) × 10−5 6.9/23 91.1/24 7.7/22

Notes. Parameters obtained from fits of the total EGB. Intensity I100, spectral index γ , and cutoff energy Ecut for a fit of the observed spectrum with the PLE function
given in Equation (1) are shown in Columns 2–4. The integrated IGRB intensity above 100 MeV, I>100, is found in Column 5. A comparison of the χ2/ndof values
between the fit with the function in Equation (1) and alternative spectral models is given in Columns 6–8. The χ2 values include systematic uncertainties.
a PLE = power-law plus exponential cutoff; PL = power law; BPL = broken power law.

Figure 8 compares the total EGB derived for foreground
models A, B, and C, respectively. Numerical values for the total
EGB intensities per energy band are given in Table 3. Again, we
use a χ2 regression to test different functional parameterizations
of the spectrum. The best-fit parameters for a fit with a PLE
and χ2 values for all tested spectral models are summarized in
Table 6. For the total EGB we find similarly as for the IGRB that
a PLE describes the spectral shape significantly better than an
unbroken PL. The cutoff energy is higher for the total EGB than
for the IGRB. As in the case of the IGRB, we cannot distinguish
an exponential cutoff spectral model from a BPL. Results of the
spectral fits are summarized in Table 6.

Systematic uncertainties in the total EGB spectrum arising
from modeling the Galactic foreground are indicated by the
shaded band in Figure 8, constructed using the identical methods
described in Section 5.2 for the IGRB.

6. DISCUSSION AND CONCLUSIONS

We have refined the measurement of the LAT IGRB intensity
relative to the analysis of Abdo et al. (2010b), which was based
on 10 months of LAT observations, now using 50 months of
accumulated data. The measurement lower bound has been
extended from 200 to 100 MeV, and we report the first IGRB
measurement with any instrument between 102 and 820 GeV.

The updated LAT IGRB spectrum remains consistent with a
featureless PL between 100 MeV and 100 GeV, and there is now
strong evidence for a high-energy cutoff feature. The spectrum
is well described by a PLE over the full analyzed energy range

from 100 MeV to 820 GeV. For each of the three benchmark
DGE models considered here, the PL index of the IGRB is ≈2.3
and the cutoff energy is ≈250 GeV (Table 4).

The total EGB is derived by adding resolved high-latitude
LAT sources (taken to be primarily extragalactic) to the mea-
sured IGRB intensity. At an energy of 100 GeV, roughly half of
the total EGB intensity has now been resolved into individual
sources by the LAT, predominantly blazars of the BL Lacertae
type. (The demographics of LAT sources detected at energies
above 10 GeV are discussed in Ackermann et al. 2013c). The
relative contribution of resolved sources becomes even more
pronounced at energies exceeding 100 GeV.

The intensities of the IGRB and the total EGB are compared to
the first LAT measurement of the IGRB in Abdo et al. (2010b) in
Figure 9. The two are compatible within the respective system-
atic uncertainties. Differences can be attributed to the combined
effects of a more accurate estimate of the CR background at low
energies and changes in the Galactic foreground model. Impor-
tantly, the model for atmospheric secondaries has been refined to
address discrepancies between data and simulation. The revised
background rate of misclassified CRs is up to 50% higher at a
few hundred MeV than the older estimates. This change con-
tributes to a reduced integrated IGRB intensity above 100 MeV
of 7.2 ± 0.6 × 10−6 photons cm−2 s−1 sr−1 in comparison to
the 1.03±0.17×10−5 photons cm−2 s−1 sr−1 reported in Abdo
et al. (2010b).

The intensity resolved into individual sources at latitudes
|b| > 20◦ did not change substantially between the two
measurements. This is consistent with the findings in Abdo
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The origin of the EGB in the LAT energy range.
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Unresolved sources Diffuse processes
Blazars

Dominant class of LAT extra-
galactic sources. Many estima-
tes in literature.  EGB contribu-
tion ranging from 20% - 100% 

Non-blazar active galaxies
27 sources resolved in 2FGL 
~ 25% contribution of radio 
galaxies to EGB expected. 
(Inoue 2011)

Star-forming galaxies
Several galaxies outside the 
local group resolved by LAT. 
Significant contribution to EGB 
expected. (e.g. Pavlidou & Fields, 
2002)

GRBs
High-latitude pulsars

small contributions expected. 
(e.g. Dermer 2007, Siegal-Gaskins et al. 

2010) 

Intergalactic shocks
widely varying predictions of 
EGB contribution ranging from 
1% to 100% (e.g. Loeb & Waxman 
2000, Gabici & Blasi 2003)

Dark matter annihilation
Potential signal dependent on 
nature of DM, cross-section and 
structure of DM distribution 
(e.g. Ullio et al. 2002)

Interactions of UHE cosmic 
rays with the EBL

dependent on evolution of CR 
sources, predictions varying from 
1% to 100 % (e.g. Kalashev et al. 2009)

Extremely large galactic 
electron halo (Keshet et al. 2004)
  

CR interaction in small solar 
system bodys (Moskalenko & Porter 
2009)
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Origin�of�Cosmic�Gamma-ray�
Background�Radiation

• Blazars�are�discussed�as�the�origin�until�
~2010 
Padovani+’93;�Stecker+’93;�Salamon�&�Stecker�‘94;�Chiang�+�‘95;�Stecker�&�
Salamon�‘96;�Chiang�&�Mukherjee�‘98;�Mukherjee�&�Chiang�‘99;�Muecke�&�Pohl�‘00;�
Narumoto�&�Totani�‘06;�Giommi�+’06;�Dermer�‘07;�Pavlidou�&�Venters�‘08;�Kneiske�
&�Mannheim�‘08;�Bhattacharya�+’09;�YI�&�Totani�‘09;�Abdo+’10;�Stecker�&�Venters�
‘10;�Cavadini+’11,�Abazajian+’11,�Zeng+’12,�Ajello+’12,�Broderick+’12,�Singal+’12,�
Harding�&�Abazajian�’12,�Di�Mauro+’14,�Ajello+’14,Singal+’14,�Ajello,�YI,�+’15,,,,�

• But,�it�turns�out�~50%.�

• Radio�galaxy�~�20%.� 
YI�’11;�Di�Mauro+’13;�Zhou�&�Wang�’13;�Linden’16�

• Star-forming�galaxy�~10-30% 
Soltan�’99;�Pavlidou�&�Fields�’02;�Thompson�+’07;�Bhattacharya�&�Sreekumar�
2009;�Fields�et�al.�2010;�Makiya�et�al.�2011;�Stecker�&�Venters�2011;�Lien+’12,�
Ackermann+’12;�Lacki+’12;�Chakraborty�&�Fields�’13;�Tamborra+’14�

Sum of Components 

•  Blazars, star-forming galaxies and radio galaxies can explain the intensity 
and the spectrum of the EGB 

Preliminary 

As usual: it does not include the systematic uncertainty on the EGB!

Until�~2010

Now

Ajello, YI+’15

Kifune 2004  
(Textbook in Japanese)
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Blazar
~50%�of�known�gamma-ray�objects

• Blazars�have�been�discussed�as�the�
origin�for�a�long�time. 
Padovani+’93;�Stecker+’93;�Salamon�&�Stecker�‘94;�Chiang�+�‘95;�Stecker�&�
Salamon�‘96;�Chiang�&�Mukherjee�‘98;�Mukherjee�&�Chiang�‘99;�Muecke�&�Pohl�‘00;�
Narumoto�&�Totani�‘06;�Giommi�+’06;�Dermer�‘07;�Pavlidou�&�Venters�‘08;�Kneiske�
&�Mannheim�‘08;�Bhattacharya�+’09;�YI�&�Totani�‘09;�Abdo+’10;�Stecker�&�Venters�
‘10;�Cavadini+’11,�Abazajian+’11,�Zeng+’12,�Ajello+’12,�Broderick+’12,�Singal+’12,�
Harding�&�Abazajian�’12,�Di�Mauro+’14,�Ajello+’14,Singal+’14,�Ajello,�YI,�+’15,,,,�

• Now,�it�turns�out�~50%.
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264 G. Ghisellini et al.

Figure 9. Comparison between the new and the original blazar sequence for all blazars. Note that the original blazar sequence considered five radio luminosity
bins, while the new one considers bins in the γ -ray band.

density U ′
ext as measured in the comoving frame of the emitting jet

region, moving with a bulk Lorentz factor ". This is of the order:

U ′
ext ∼ "2 [UBLR + UT] , (5)

where the unprimed quantities are measured in the black hole frame.
UBLR and UT are the radiative energy densities due to the BLR and
the torus, respectively.

If the radius of the broad-line region (BLR), RBLR, scales
as RBLR ∼ 1017L

1/2
d,45 cm, we have (see e.g. Ghisellini &

Tavecchio 2009):

UBLR = aLd

4πR2
BLRc

∼ 1
12π

erg cm−3. (6)

where we have assumed a covering factor a = 0.1 for the broad-line
clouds.

A similar argument can be made for the relevant distance of the
molecular torus. We can assume that the absorbing dust survives
at a temperature TT < 103 K. We can also assume that the torus
re-emits all the disc radiation it intercepts. This is a fraction f of Ld,
that depends on the geometry of the torus itself. For simplicity, and
very crudely, let us assume that its shape is similar to a portion of
a sphere of radius RT that is also the distance from the black hole.
Assuming that f 4πR2

T is the total surface of the torus, we have

4πf R2
TσSBT 4

T = f Ld → RT ∼ 1.2 × 1018L
1/2
d,45T

−2
T,3 cm. (7)

Since RT ∝ L
1/2
d , also the energy density UT produced by the torus

is constant, as long as we are at a distance smaller than RT from the
black hole:

UT ∼ 0.07f

12π
erg cm−3. (8)

We can conclude that in the comoving frame, U ′
ext ∝ "2, therefore

it is nearly constant if the "-factor is approximately the same in
different sources. In this case the cooling rate is the same in FSRQs
of different power.

For BL Lacs, instead, the main radiation mechanism for the high-
energy hump is the synchrotron self-Compton process. It strongly
depends upon the synchrotron radiation energy density in the

Figure 10. Top panel: the SED of a few FSRQs (PKS 1352–104, z = 0.33;
PKS 1346–112, z = 0.34; S4 0110+49, z = 0.389 and 5BZQ 1153+4931,
z = 0.334) compared with the SED of 1ES 0502+675 (z = 0.34), a blue
BL Lac object. All blazars have the same Lγ (they belong to the same bin
45 < log(Lγ /erg s−1) < 46), but they have very different SEDs. The red
(for the FSRQs) and blue (for the BL Lac object) lines correspond to a
model (Ghisellini & Tavecchio 2009) that tries to explain the IR to GeV
emission, including the thermal components. The black hole mass found for
the FSRQs is around 108M' and the disc luminosity is Ld = 0.1LEdd. For
BL Lac, we assumed a black hole mass 109M' and Ld = 104LEdd. Bottom
panel: the same occurs also at smaller luminosities. In this figure, PMN
0017–0512 (z = 0.227, orange line) is an FSRQ with a visible accretion disc
component, while PMN 2014–0047 (z = 0.23, black solid line) is a BL Lac
object. FSRQs with black hole of low mass and disc luminosity Ld ∼ 0.1LEdd
have jets of relatively small luminosities, but have an SED looking alike the
most powerful blazars. On the contrary, BL Lacs with a large black hole
mass but with L(10−2LEdd may have the same Lγ but completely different
SEDs.

MNRAS 469, 255–266 (2017)

Downloaded from https://academic.oup.com/mnras/article-abstract/469/1/255/3098185 by RIKEN user on 10 September 2019

Results 

•  EGB total intensity of 1.1×10-5 ph cm-2 s-1 sr-1 
•  Blazars contribute a grand-total of  (5-7)×10-6 ph cm-2 s-1 sr-1 

–  Resolved sources : ~4×10-6 ph cm-2 s-1 sr-1 
–  Unresolved blazars: ~(2-3)×10-6 ph cm-2 s-1 sr-1 (in agreement with Abdo+10) 

Preliminary Ajello,�YI+’15

The Astrophysical Journal, 751:108 (20pp), 2012 June 1 Ajello et al.
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jets (Urry & Padovani 1995). The fraction of radio galaxies
with viewing angle <θ is given as κ = (1 − cos θ ). In this
study, the fraction of gamma-ray-loud radio galaxies is derived
as κ = 0.081, as discussed in Section 3.3. Then, the expected
θ is !24◦. The viewing angle of NGC 1275, M 87, and Cen
A is derived as 25◦, 10◦, and 30◦ by SED fitting (Abdo et al.
2009b, 2009c, 2010c), respectively. Therefore, our estimation
is consistent with the observed results.

Here, beaming factor δ is defined as Γ−1(1−β cos θ )−1, where
Γ is the bulk Lorentz factor of the jet and β =

√
1 − 1/Γ2.

If Γ ∼ 10, which is typical for blazars, δ becomes ∼1 with
θ = 24◦. This value means no significant beaming effect
because the observed luminosity is δ4 times brighter than that in
the jet rest frame. On the other hand, if 2 ! Γ ! 4, δ becomes
greater than 2 with θ = 24◦ (i.e., the beaming effect becomes
important). Ghisellini et al. (2005) proposed the spine and layer
jet emission model, in which the jet is composed of a slow jet
layer and a fast jet spine. The difference of Γ between blazars
and gamma-ray-loud radio galaxies would be interpreted using
a structured jet emission model.

We note that κ depends on αr , as in Section 3.2. By changing
αr by 0.1 (i.e., to 0.7 or 0.9), κ and θ change by a factor of 1.4 and
1.2, respectively. Thus, even if we change αr , the beaming effect
is not effective if Γ ∼ 10 but with a lower Γ value, 2 ! Γ ! 4.

5.2. Uncertainty in the Spectral Modeling

As pointed out in Section 2, there are uncertainties in SED
modeling because of small samples, such as the photon index (Γ)
and the break photon energy (εbr). In the case of blazars, Stecker
& Salamon (1996) and Pavlidou & Venters (2008) calculated
the blazar EGRB spectrum including the distribution of the
photon index by assuming Gaussian distributions even with
∼50 samples. We performed the Kolomogorov–Smirnov test
to determine the goodness of fit of the Gaussian distribution
to our sample, and to check whether the method of Stecker &
Salamon (1996) and Pavlidou & Venters (2008) is applicable to

our sample. The chance probability is 12%. This means that the
Gaussian distribution does not agree with the data. To investigate
the distribution of the photon index, more samples would be
required.

We evaluate the uncertainties in SED models by using various
SEDs. Figure 4 shows the total EGRB spectrum (absorbed +
cascade) from the gamma-ray-loud radio galaxies with various
photon index and break energy parameters. The contribution
to the unresolved Fermi EGRB photon flux above 100 MeV
becomes 25.4%, 25.4%, and 23.8% for Γ = 2.39, 2.11, and
2.67, respectively. In the case of Γ = 2.11, the contribution to
the EGRB flux above 10 GeV becomes significant. For the MeV
background below 10 MeV, the position of the break energy
and the photon index is crucial to determine the contribution
of the gamma-ray-loud radio galaxies. As shown in Figure 4,
higher break energy and softer photon index result in a smaller
contribution to the MeV background radiation. To enable further
discussion on the SED modeling, the multiwavelength spectral
analysis of all GeV-observed gamma-ray-loud radio galaxies is
required.

5.3. Flaring Activity

It is well known that blazars are variable sources in gamma
rays (see, e.g., Abdo et al. 2009a, 2010d). If gamma-ray-loud
radio galaxies are the misaligned populations of blazars, they
will also be variable sources. Kataoka et al. (2010) have recently
reported that NGC 1275 showed a factor of ∼2 variation in
the gamma-ray flux. For other gamma-ray-loud radio galaxies,
such a significant variation has not been observed yet (Abdo
et al. 2010b). Currently, therefore, it is not straightforward to
model the variability of radio galaxies. In this paper, we used
the time-averaged gamma-ray flux of gamma-ray-loud radio
galaxies in the Fermi catalog, which is the mean of the Fermi 1 yr
observation. More observational information (e.g., frequency)
is required to model the gamma-ray variability of radio galaxies.
Further long-term Fermi observation will be useful, and future
observation by ground-based imaging atmospheric Cherenkov
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spectrum is given by

dN/dε ∝
{
ε−(p+1)/2 ε ! εbr,
ε−(p+2)/2 ε > εbr,

(1)

where εbr corresponds to the IC photon energy from electrons
with γbr (Rybicki & Lightman 1979).

The SED fitting for NGC 1275 and M87 shows that the IC
peak energy in the rest frame is located at ∼5 MeV (Abdo et al.
2009b, 2009c). In this study, we use the mean photon index, Γc,
as Γ at 0.1–10 GeV and set a peak energy, εbr, in the photon
spectrum at 5 MeV for all gamma-ray-loud radio galaxies as a
baseline model. Then, we are able to define the average SED
shape of gamma-ray-loud radio galaxies for all luminosities
as dN/dε ∝ ε−2.39 at ε >5 MeV and dN/dε ∝ ε−1.89 at
ε ! 5 MeV by following Equation (1).

However, only three sources are currently studied with multi-
wavelength observational data. We need to make further studies
of individual gamma-ray-loud radio galaxies to understand their
SED properties in wide luminosity ranges. We examine other
spectral models in Section 5.2.

3. GAMMA-RAY LUMINOSITY FUNCTION

3.1. Radio and Gamma-ray Luminosity Correlation

To estimate the contribution of gamma-ray-loud radio galax-
ies to the EGRB, we need to construct a GLF. However, because
of the small sample size, it is difficult to construct a GLF using
current gamma-ray data alone. Here, the RLF of radio galax-
ies has been extensively studied in previous works (see, e.g.,
Dunlop & Peacock 1990; Willott et al. 2001). If there is a cor-
relation between the radio and gamma-ray luminosities, we are
able to convert the RLF to the GLF with that correlation. In
the case of blazars, it has been suggested that there is a corre-
lation between the radio and gamma-ray luminosities from the
EGRET era (Padovani et al. 1993; Stecker et al. 1993; Salamon
& Stecker 1994; Dondi & Ghisellini 1995; Zhang et al. 2001;
Narumoto & Totani 2006), although it has also been discussed
that this correlation cannot be firmly established because of flux-
limited samples (Muecke et al. 1997). Recently, using the Fermi
samples, Ghirlanda et al. (2010, 2011) confirmed that there is a
correlation between the radio and gamma-ray luminosities.

To examine a luminosity correlation in gamma-ray-loud radio
galaxies, we first derive the radio and gamma-ray luminosity
of gamma-ray-loud radio galaxies as follows. Gamma-ray
luminosities between the energies ε1 and ε2 are calculated by

Lγ (ε1, ε2) = 4πdL(z)2 Sγ (ε1, ε2)
(1 + z)2−Γ , (2)

where dL(z) is the luminosity distance at redshift, z, Γ is the
photon index, and S(ε1, ε2) is the observed energy flux between
the energies ε1 and ε2. The energy flux is given from the photon
flux Fγ , which is in the unit of photons cm−2 s−1, above ε1 by

Sγ (ε1, ε2) = (Γ − 1)ε1

Γ − 2

[(
ε2

ε1

)2−Γ
− 1

]

Fγ , (Γ $= 2) (3)

Sγ (ε1, ε2) = ε1 ln(ε2/ε1)Fγ , (Γ = 2). (4)

Radio luminosity is calculated in the same manner.
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Figure 1 shows the 5 GHz and 0.1–10 GeV luminosity relation
of Fermi gamma-ray-loud radio galaxies. Square and triangle
data represent FRI and FRII radio galaxies, respectively. The
solid line shows the fitting line to all the data. The function is
given by

log10(Lγ ) = (−3.90±0.61) + (1.16±0.02) log10(L5 GHz), (5)

where errors show 1σ uncertainties. In the case of blazars, the
slope of the correlation between Lγ (>100 MeV), luminosity
above 100 MeV, and radio luminosity at 20 GHz is 1.07 ± 0.05
(Ghirlanda et al. 2011). The correlation slopes of gamma-ray-
loud radio galaxies are similar to those of blazars. This indicates
that the emission mechanism is similar in gamma-ray-loud radio
galaxies and blazars.

We need to examine whether the correlation between the
radio and gamma-ray luminosities is true or not. In the flux-
limited observations, the luminosities of samples are strongly
correlated with redshifts. This might result in a spurious lu-
minosity correlation. As in previous works on blazar samples
(Padovani 1992; Zhang et al. 2001; Ghirlanda et al. 2011),
we perform a partial correlation analysis to test the correla-
tion between the radio and gamma-ray luminosities exclud-
ing the redshift dependence (see the Appendix for details).
First, we calculate the Spearman rank–order correlation co-
efficients (see, e.g., Press et al. 1992). The correlation co-
efficients are 0.993, 0.993, and 0.979 between log10 L5 GHz
and log10 Lγ , between log10 L5 GHz and redshift, and between
log10 Lγ and redshift, respectively. Then, the partial correlation
coefficient becomes 0.866 with chance probability 1.65×10−6.
Therefore, we conclude that there is a correlation between the
radio and gamma-ray luminosities of gamma-ray-loud radio
galaxies.

3.2. Gamma-ray Luminosity Function

In this section, we derive the GLF of gamma-ray-loud radio
galaxies, ργ (Lγ , z). There is a correlation between the radio
and gamma-ray luminosities as shown in Equation (5). With
this correlation, we develop the GLF by using the RLF of radio
galaxies, ρr (Lr, z), with radio luminosity, Lr. The GLF is given
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Figure 7. Estimated contribution of unresolved star-forming galaxies (both
quiescent and starburst) to the isotropic diffuse gamma-ray emission measured
by the Fermi-LAT (black points; Abdo et al. 2010f). The shaded regions indicate
combined statistical and systematic uncertainties in the contributions of the
respective populations. Two different spectral models are used to estimate the
GeV gamma-ray emission from star-forming galaxies: a power law with photon
index 2.2, and a spectral shape based on a numerical model of the global gamma-
ray emission of the Milky Way (Strong et al. 2010). These two spectral models
should be viewed as bracketing the expected contribution since multiple star-
forming galaxy types contribute, e.g., dwarfs, quiescent spirals, and starbursts.
We consider only the contribution of star-forming galaxies in the redshift range
0 < z < 2.5. The gamma-ray opacity of the universe is treated using the
extragalactic background light model of Franceschini et al. (2008). Several
previous estimates for the intensity of unresolved star-forming galaxies are
shown for comparison. Thompson et al. (2007) treated starburst galaxies as
calorimeters of CR nuclei. The normalization of the plotted curve depends on
the assumed acceleration efficiency of SNRs (0.03 in this case). The estimates
of Fields et al. (2010) and by Makiya et al. (2011) incorporate results from the
first year of LAT observations. Fields et al. (2010) considered the extreme cases
of either pure luminosity evolution and pure density evolution of star-forming
galaxies. Two recent predictions from Stecker & Venters (2011) are plotted: one
assuming a scaling relation between IR-luminosity and gamma-ray luminosity,
and one using a redshift-evolving Schechter model to relate galaxy gas mass to
stellar mass.
(A color version of this figure is available in the online journal.)

this component and to predict the cosmogenic ultra-high energy
neutrino flux originating from charged pion decays of the ultra-
high energy CR interactions (Ahlers et al. 2010; Berezinsky
et al. 2011; Wang et al. 2011).

Galactic sources, such as a population of unresolved millisec-
ond pulsars at high Galactic latitudes, could become confused
with isotropic diffuse emission as argued by Faucher-Giguère
& Loeb (2010). Part of the IGRB may also come from our Solar
System as a result of CR interactions with debris of the Oort
Cloud (Moskalenko & Porter 2009).

Finally, a portion of the IGRB may originate from “new
physics” processes involving, for instance, the annihilation or
decay of dark matter particles (Bergström et al. 2001; Ullio et al.
2002; Taylor & Silk 2003).

Studies of anisotropies in the IGRB intensity on small angular
scales provide another approach to identify IGRB constituent
source populations (Siegal-Gaskins 2008). The fluctuation an-
gular power contributed by unresolved star-forming galaxies is
expected to be small compared to other source classes because
star-forming galaxies have the highest spatial density among
confirmed extragalactic gamma-ray emitters, but are individ-
ually faint (Ando & Pavlidou 2009). Unresolved star-forming
galaxies could in principle explain the entire IGRB intensity
without exceeding the measured anisotropy (Ackermann et al.
2012a). By contrast, the fractional contributions of unresolved
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Figure 8. Relative contribution of star-forming galaxies to the isotropic diffuse
gamma-ray background according to their redshift and total IR luminosity
(8–1000 µm) normalized to the total contribution in the redshift range 0 < z <
2.5. Top panel: solid contours indicate regions of phase space which contribute
an increasing fraction of the total energy intensity (GeV cm−2 s−1 sr−1) from all
star-forming galaxies with redshifts 0 < z < 2.5 and 108 L" < L8–1000 µm <

1013 L". Contour levels are placed at 10% intervals. The largest contribution
comes from low-redshift Milky Way analogues (L8–1000 µm ∼ 1010 L") and
starburst galaxies comparable to M82, NGC 253, and NGC 4945. The black
dashed curve indicates the IR luminosity above which the survey used to generate
the adopted IR luminosity function is believed to be complete (Rodighiero et al.
2010). Bottom panel: cumulative contribution vs. redshift. As above, only the
redshift range 0 < z < 2.5 is considered.
(A color version of this figure is available in the online journal.)

blazars and millisecond pulsars to the IGRB intensity are con-
strained to be less than ∼20% and ∼2%, respectively, due to
larger angular power expected for those source classes.

6. GALAXY DETECTION OUTLOOK
FOR THE FERMI-LAT

The scaling relations obtained in Section 4.3 allow straight-
forward predictions for the next star-forming galaxies which
could be detected by the LAT. We use the relationship between
gamma-ray luminosity and total IR luminosity to select the most
promising targets over a 10 year Fermi mission.

We begin by creating an IR flux-limited sample of galaxies
from the IRAS Revised Bright Galaxies Sample (Sanders et al.
2003) by selecting all the galaxies with 60 µm flux density
greater than 10 Jy (248 galaxies). Next, 0.1–100 GeV gamma-
ray fluxes of the galaxies are estimated using the scaling
relation between gamma-ray luminosity and total IR luminosity.
Intrinsic dispersion in the scaling relation is addressed by
creating a distribution of predicted gamma-ray fluxes for each
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Figure 3. Top panel: gamma-ray luminosity (0.1–100 GeV) vs. RC luminosity
at 1.4 GHz. Galaxies significantly detected by the LAT are indicated with filled
symbols whereas galaxies with gamma-ray flux upper limits (95% confidence
level) are marked with open symbols. Galaxies hosting Swift-BAT AGNs are
shown with square markers. RC luminosity uncertainties for the non-detected
galaxies are omitted for clarity, but are typically less than 5% at a fixed distance.
The upper abscissa indicates SFR estimated from the RC luminosity according to
Equation (2) (Yun et al. 2001). The best-fit power-law relation obtained using the
EM algorithm is shown by the red solid line along with the fit uncertainty (darker
shaded region), and intrinsic dispersion around the fitted relation (lighter shaded
region). The dashed red line represents the expected gamma-ray luminosity
in the calorimetric limit assuming an average CR luminosity per supernova
of ESN η = 1050 erg (see Section 5.1). Bottom panel: ratio of gamma-ray
luminosity (0.1–100 GeV) to RC luminosity at 1.4 GHz.
(A color version of this figure is available in the online journal.)

Although these three SFR estimators are intrinsically linked,
each explores a different stage of stellar evolution and is
subject to different astrophysical and observational systematic
uncertainties.

Figures 3 and 4 compare the gamma-ray luminosities of
galaxies in our sample to their differential luminosities at
1.4 GHz, and total IR luminosities (8–1000 µm), respectively.
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Figure 4. Same as Figure 3, but showing gamma-ray luminosity (0.1–100 GeV)
vs. total IR luminosity (8–1000 µm). IR luminosity uncertainties for the non-
detected galaxies are omitted for clarity, but are typically ∼0.06 dex. The
upper abscissa indicates SFR estimated from the IR luminosity according to
Equation (1) (Kennicutt 1998b).
(A color version of this figure is available in the online journal.)

A second abscissa axis has been drawn on each figure to
indicate the estimated SFR corresponding to either RC or total
IR luminosity using Equations (2) and (1). The upper panels
of Figures 3 and 4 directly compare luminosities between
wavebands, whereas the lower panels compare luminosity ratios.
Taken at face value, the two figures show a clear positive
correlation between gamma-ray luminosity and SFR, as has
been reported previously in LAT data (see in this context Abdo
et al. 2010b). However, sample selection effects, and galaxies
not yet detected in gamma rays must be taken into account to
properly determine the significance of the apparent correlations.

We test the significances of multiwavelength correlations
using the modified Kendall τ rank correlation test proposed by
Akritas & Siebert (1996). This method is an example of “survival
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Components�of�Cosmic�Gamma-ray�Background
Blazars,�Radio�galaxies,�&�Star-forming�galaxies

• Blazars:�FSRQs�(Ajello+’12)�

• Blazars:�BL�Lacs�(Ajello+’14)�

• Radio�galaxies�(YI’11)�

• Star-forming�galaxies�
(Ackermann+’12)�

• make�almost�100%�of�
CGB�from�0.1-1000�GeV.

Sum of Components 

•  Blazars, star-forming galaxies and radio galaxies can explain the intensity 
and the spectrum of the EGB 

Preliminary 

As usual: it does not include the systematic uncertainty on the EGB!Ajello,�YI+’15



Dark�Matter�Annihilation�/�Decay

• Dark�matter�(WIMP)�particles�
may�annihilate�or�decay�

• Annihilation�flux �

• Decay�flux�

∝ ρ2
χ

∝ ρχ ©�Fermi



Dark�Matter�Contribution�to�the�Cosmic�Gamma-ray�Background
Spectrum

• DM�annihilation�/�
decay�create��

• a�spectral�feature�
in�the�spectrum�

• Spectral�shape�of�the�
gamma-ray�
background�is�
important.

Figure 1. Gamma-ray fluxes from various decaying dark matter (mdm = 1 TeV, ⌧dm = 3⇥ 1027 s).
Plots give fluxes from decay channels: (a) ⌫eµ

�
µ
+ (⌫̄eµ+

µ
�) and ⌫µe

�
µ
+ (⌫̄µe+µ�), (b) µ+

µ
�, (c)

⌧
+
⌧
�, (d) W

±
µ
⌥, (e) uds (ūd̄s̄), and (f) bb̄. Data points with error bar and a band of the EGRB

observed by Fermi-LAT is also shown [24] (see Sec. 3).

final sate quark:

dNi

dzi
= 12z2i (1� zi) ,

dNj

dzj
= 2z2j (3� 2zj) , (2.16)

in a single process ã ! uidjdk. The energy distribution for dk is the same as dj . These quarks
are hadronized to produce mesons, which decay to gamma rays and electrons/positrons,
and electrons/positrons become source of IC photons. In later numerical analysis, we also
compute a case of final state bb̄ for comparison, which would be useful for those who are
interested in.

2.3 Gamma-ray fluxes (examples)

In Fig. 1 gamma-ray fluxes in various decaying dark matter models are plotted. For lep-
tophilic case, result is shown for a case where only �

0
122 is relevant (dubbed as “⌫l+l�”) in

W̃
0 dark matter, while decay channels µ+

µ
� and ⌧

+
⌧
� are considered in ⌫̃R decay. It is seen

that the gamma-ray spectra from LLE
c and µ

+
µ
� are quite similar. On the other hand, in

⌧
+
⌧
�, the spectrum has double peaks. This is due to primary gamma rays produced from

cascade decay of tau, which gives another gamma-ray flux in high energy region. For hadron-
ically decaying dark matter, the axino decay via �

00
122 is considered (denoted as “uds”). The

spectrum shows similar behavior to ⌧
+
⌧
� case and bb̄ channel as well. Finally, the flux from

decaying gravitino to W
±
µ
⌥ is expected to have a property in the middle of leptophilic and

hadrophilic cases, which is in fact seen in the figure.
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FIG. 8: The left (right) panel: di↵erential �-ray flux for the unresolved (unresolved and resolved) BL Lac, FSRQ, MAGN, SF
galaxy populations and the DM contribution as fixed by the best fit to the IGRB (EGB) data, Model A (see Tab. IV). The
DM annihilates through bb̄ channel. Its flux is also splited into the prompt and the ICS emission. The red solid line displays
the sum of all the contributions.
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FIG. 9: Upper limits (at 2-� C.L.) on the DM annihilation cross section obtained from extragalactic DM (left and right panels
are for bb̄ and ⌧+⌧� annihilation channels, respectively). The uncertainties on the predicted flux translate into the cyan band
on h�vi. For reference, we also draw the upper bound found from the Galactic DM halo (same as in Fig. 4).

over two typical values for the minimum halo mass can
be taken into account: 10�6 or 10�9 M� (see [88, 89])
. The combination of these assumptions gives un un-
certainty of about a factor of about 60 in the final (at
redshift zero) �-ray flux from extragalactic DM. This un-
certainty is definitely overwhelming with respect to the
other possible variable ingredients, including the extra-
galactic background light absorption modeling (see [72]
for further details). We have computed the flux includ-
ing both prompt and ICS photons, choosing the ‘minimal
UV’ model for the intergalactic stellar light [72] (we have
verified that the ‘maximal UV’ option has negligible ef-
fects on our results). The upper bounds on h�vi derived
from extragalactic DM are shown in Fig. 9. The uncer-
tainties on the predicted flux translate into the cyan band
on the annihilation cross section, which spans almost two
order of magnitude (as noticed in [72], the computation
is performed within a NFW halo profile, and the analy-

sis of di↵erent halo density shapes would add a further
uncertainty of roughly an order of magnitude). From
Fig. 9, we can notice that the bounds set from the extra-
galactic DM encompass the ones derived from the mere
Galactic DM component. Given the huge uncertainty of
the extragalactic halo modeling, it is not possible to set
stronger bounds with respect to the ones obtained from
the smooth Galactic halo. Additional uncertainties on
the extragalactic DM component are due to the DM dis-
tribution at small scales and to the e↵ect of baryons in
DM simulations (see e.g. [90, 91]).

The results shown in Fig. 5 improve the upper bounds
on the h�vi by a factor of ⇠3 at m� ⇠ 10 GeV and a
factor of at least 30 at m� ⇠ 10 TeV in the so-called
’best-fit’ scenario, while being comparable with the ’op-
timist 3s’ model. Our limits also improve significantly
the Fermi analysis for a Galactic halo of DM [39] both in
the absence or presence of background modeling. At low

DecayAnnihilation



Figure 3. 95% credible lower limits on dark matter lifetime ⌧dm as function of dark matter mass mdm,
for decay channels: (a) ⌫eµ�

µ
+ (⌫̄eµ+

µ
�) and ⌫µe

�
µ
+ (⌫̄µe+µ�), (b) µ+

µ
�, (c) ⌧+⌧�, (d)W±

µ
⌥, (e)

uds (ūd̄s̄), (f) bb̄. Astrophysical background models with Normal priors are adopted (Table 1). Thick
solid, dashed, and dotted curves correspond to the EGRB data with di↵erent foreground modeling
discussed in Ref. [24] (their models A, B, and C, respectively). Thin solid curve shows the lower limits
obtained with the 10-month Fermi-LAT data [34] and the phenomenological power-law background
modeling.

di↵erent foreground models, B and C adopted also in Ref. [24]. Models A–C nicely covers
regions shown as uncertainty band in Fig. 2. The dashed and dotted curves are the results
corresponding to models B and C, respectively. This shows that the foreground modelings
give uncertainty on lifetime constraints by about a factor of a few.

The results of more conservative approach with Flat priors in Table 1 are shown in
Fig. 4. As expected, in most cases, they are weaker than the ones with Normal priors (as
shown in Fig. 3) by about a factor of a few. Exceptions are at high dark matter masses
for (c)–(f), where they give stronger constraints; this is likely caused by interplay between
di↵erent choices of priors and the data (the total EGRB data for the Normal priors, while
the unresolved EGRB data for the Flat priors).

In order to compare our results with the previous ones in the literature (e.g., Ref. [32]),
we also computed the lifetime constraints by using the 10-month Fermi-LAT data [34]. Here
we modeled the other background component as a single power law (Table 2), and the re-
sults are shown as a thin curve in each panel of Figs. 3,4 and 5 for reference. Although the
statistics adopted here is di↵erent than that in Ref. [32] (Beyesian versus frequentist), our
results are in good agreement with theirs, proving the consistency of both the approaches.8

8
The result for ⌧+⌧�

in high mass region is di↵erent from Ref. [32]. This is because they used both

published and preliminary data for E� > 100 GeV (at that time) while we use the published 10-month data

only. In ⌧+⌧�
case, gamma-ray spectrum from cascade decay is hard and the peak of the intensity is out of
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yielding valuable information about the dark sector. No hints of
a DM detection have been claimed up to now using the EGB.
However, competitive limits on the DM annihilation cross
section have been derived in several studies relying on the EGB
intensity (e.g., Abdo et al. 2010a; Bringmann et al. 2014;
Cholis et al. 2014) or the anisotropy level (Gómez-Vargas
et al. 2014).

Here, we use the main result of this analysis—that most of
the EGB emission is produced by known source classes—to
constrain the DM annihilation cross section. We rule out DM
models that, together with point-like sources, overproduce the
EGB emission at T⩾2 level. This is achieved by defining

 
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where the sum runs over the N bins of the EGB spectrum.
F F F, ,i i AST RO i,EGB , ,DM are the intensities of the EGB, point-like
sources, and DM,  is a renormalization constant of the
nominal integrated source intensity and T �

T� §F/ ,i ASTRO i ASTRO, , its average uncertainty. In Equation (13),
Ti is the sum (in quadrature) of the uncertainty on the
unresolved EGB and the systematic uncertainty on the Galactic
foreground (AC14). We use the uncertainties on the unresolved
EGB because the uncertainties on the resolved source intensity
are already taken into account in T . The 2T limits are found
when the DM signal worsens the D ⩾by 42 with respect to the
optimized D2 with a free DM signal normalization (and a free
). Following Ackermann et al. (2014b), predictions of the
cosmological annihilation signal were obtained using both the
halo model (Ullio et al. 2002; Fornasa et al. 2013) and the
power spectrum approach (Serpico et al. 2012; Sefusatti et al.
2014). Though Equation (13) neglects bin-to-bin correlations,
we verified that our DM limits are within 10% of those
obtained if we adopt the foreground model (from AC14) that
gives the most conservative upper limit for each DM signal.
An example of a ruled-out DM signal is reported in Figure 3,

while Figure 4 shows the limits for DM annihilating to
U U� �bb̄ and channels, including their uncertainties due to the

level of subhalos in our Galaxy and in all DM halos (Sánchez-
Conde & Prada 2014; Ackermann et al. 2014b). Our limits are
compared to the conservative and sensitivity-reach limits
reported in Ackermann et al. (2014b). The former assumes
that the unresolved EGB is entirely due to DM annihilations,

Figure 3. Top panel: integrated emission of blazars (with and without EBL
absorption), compared to the intensity of the EGB (data points from AC14).
Lower panel: as above, but including also the emission from star-forming
galaxies (gray band; Ackermann et al. 2012b) and radio galaxies (black striped
band; Inoue 2011) as well as the sum of all non-exotic components (yellow
band). An example of DM-induced γ-ray signal ruled out by our analysis is
shown by the solid pink line and summed with the non-exotic components
(long-dashed pink line). The inset shows the residual emission, computed as
the ratio of the summed contribution to the EGB spectrum, as a function of
energy as well as the uncertainty due to the foreground emission models
(see AC14).

Figure 4. Upper limits on the self-annihilation cross section for the bb̄ (top)
and U U� � (bottom) channels as derived in this work (see Section 3) compared
to the conservative and sensitivity-reach limits reported in Ackermann et al.
(2014b). The blue band reflects the range of the theoretical predicted DM
signal intensities due to the uncertainties in the description of DM subhalos in
our Galaxy as well as other extragalactic halos, adopting a cutoff minimal halo
mass of 10 �

:M6 . For comparison, limits reported in the literature are also
shown (Abramowski et al. 2011; Ackermann et al. 2014a; Aleksić et al. 2014).
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• comparable�to�constraints�
from�dwarf�galaxies�

• Decay�timescale�is�>1027�s�
(2x109�tH)



• Cosmological evolution of blazars


• Blazars show luminosity-dependent density evolution


• Evolution in gamma-ray and X-ray is contradicting.


• Cosmic gamma-ray background radiation


• = Blazars + Radio galaxies + Star-forming galaxies 


• But, contribution of radio galaxies and star-forming galaxies is uncertain


• dark matter particles may also contribute.

Sum of Components 

•  Blazars, star-forming galaxies and radio galaxies can explain the intensity 
and the spectrum of the EGB 

Preliminary 

As usual: it does not include the systematic uncertainty on the EGB!

Day 1 Summary
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Lecture�Schedule
Be�careful!�It�may�change!

• Day�1:�

• Cosmological�Evolution�of�Gamma-ray�
Emitting�Objects�

• Cosmic�GeV�Gamma-ray�Background�
Radiation�Spectrum�

• Day�2:�

• Cosmic�MeV�Gamma-ray�Background�
Radiation�Spectrum�

• Cosmic�Gamma-ray�Background�
Radiation�Anisotropy�

• Day�3:�

• Gamma-ray�Propagation�in�the�Universe�

• Probing�Extragalactic�Background�Light�
with�Gamma-ray�Observations�

• Day�4:�

• Intergalactic�Magnetic�Field�and�Gamma-
ray�Observations�

• Cosmic�Expansion�and�Gamma-ray�
Horizon�(if�possible)



Components�of�Cosmic�Gamma-ray�Background
Blazars,�Radio�galaxies,�&�Star-forming�galaxies

• Blazars:�FSRQs�(Ajello+’12)�

• Blazars:�BL�Lacs�(Ajello+’14)�

• Radio�galaxies�(YI’11)�

• Star-forming�galaxies�
(Ackermann+’12)�

• make�almost�100%�of�
CGB�from�0.1-1000�GeV.

Sum of Components 

•  Blazars, star-forming galaxies and radio galaxies can explain the intensity 
and the spectrum of the EGB 

Preliminary 

As usual: it does not include the systematic uncertainty on the EGB!Ajello,�YI+’15



Dark�Matter�Annihilation�/�Decay

• Dark�matter�(WIMP)�particles�
may�annihilate�or�decay�

• Annihilation�flux �

• Decay�flux�

∝ ρ2
χ

∝ ρχ ©�Fermi



Dark�Matter�Contribution�to�the�Cosmic�Gamma-ray�Background
Spectrum

• DM�annihilation�/�
decay�create��

• a�spectral�feature�
in�the�spectrum�

• Spectral�shape�of�the�
gamma-ray�
background�is�
important.

Figure 1. Gamma-ray fluxes from various decaying dark matter (mdm = 1 TeV, ⌧dm = 3⇥ 1027 s).
Plots give fluxes from decay channels: (a) ⌫eµ

�
µ
+ (⌫̄eµ+

µ
�) and ⌫µe

�
µ
+ (⌫̄µe+µ�), (b) µ+

µ
�, (c)

⌧
+
⌧
�, (d) W

±
µ
⌥, (e) uds (ūd̄s̄), and (f) bb̄. Data points with error bar and a band of the EGRB

observed by Fermi-LAT is also shown [24] (see Sec. 3).

final sate quark:

dNi

dzi
= 12z2i (1� zi) ,

dNj

dzj
= 2z2j (3� 2zj) , (2.16)

in a single process ã ! uidjdk. The energy distribution for dk is the same as dj . These quarks
are hadronized to produce mesons, which decay to gamma rays and electrons/positrons,
and electrons/positrons become source of IC photons. In later numerical analysis, we also
compute a case of final state bb̄ for comparison, which would be useful for those who are
interested in.

2.3 Gamma-ray fluxes (examples)

In Fig. 1 gamma-ray fluxes in various decaying dark matter models are plotted. For lep-
tophilic case, result is shown for a case where only �

0
122 is relevant (dubbed as “⌫l+l�”) in

W̃
0 dark matter, while decay channels µ+

µ
� and ⌧

+
⌧
� are considered in ⌫̃R decay. It is seen

that the gamma-ray spectra from LLE
c and µ

+
µ
� are quite similar. On the other hand, in

⌧
+
⌧
�, the spectrum has double peaks. This is due to primary gamma rays produced from

cascade decay of tau, which gives another gamma-ray flux in high energy region. For hadron-
ically decaying dark matter, the axino decay via �

00
122 is considered (denoted as “uds”). The

spectrum shows similar behavior to ⌧
+
⌧
� case and bb̄ channel as well. Finally, the flux from

decaying gravitino to W
±
µ
⌥ is expected to have a property in the middle of leptophilic and

hadrophilic cases, which is in fact seen in the figure.
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FIG. 8: The left (right) panel: di↵erential �-ray flux for the unresolved (unresolved and resolved) BL Lac, FSRQ, MAGN, SF
galaxy populations and the DM contribution as fixed by the best fit to the IGRB (EGB) data, Model A (see Tab. IV). The
DM annihilates through bb̄ channel. Its flux is also splited into the prompt and the ICS emission. The red solid line displays
the sum of all the contributions.

10-27

10-26

10-25

10-24

10-23

101 102 103 104

<
σ

v
>

 [
c
m

3
/s

]

mχ [GeV]

bb galactic and extragalactic

2-σ Exctragalactic
2-σ Galactic

Thermal

10-27

10-26

10-25

10-24

10-23

101 102 103 104

<
σ

v
>

 [
c
m

3
/s

]

mχ [GeV]

τ
+ τ- galactic and extragalactic

2-σ Exctragalactic
2-σ Galactic

Thermal

FIG. 9: Upper limits (at 2-� C.L.) on the DM annihilation cross section obtained from extragalactic DM (left and right panels
are for bb̄ and ⌧+⌧� annihilation channels, respectively). The uncertainties on the predicted flux translate into the cyan band
on h�vi. For reference, we also draw the upper bound found from the Galactic DM halo (same as in Fig. 4).

over two typical values for the minimum halo mass can
be taken into account: 10�6 or 10�9 M� (see [88, 89])
. The combination of these assumptions gives un un-
certainty of about a factor of about 60 in the final (at
redshift zero) �-ray flux from extragalactic DM. This un-
certainty is definitely overwhelming with respect to the
other possible variable ingredients, including the extra-
galactic background light absorption modeling (see [72]
for further details). We have computed the flux includ-
ing both prompt and ICS photons, choosing the ‘minimal
UV’ model for the intergalactic stellar light [72] (we have
verified that the ‘maximal UV’ option has negligible ef-
fects on our results). The upper bounds on h�vi derived
from extragalactic DM are shown in Fig. 9. The uncer-
tainties on the predicted flux translate into the cyan band
on the annihilation cross section, which spans almost two
order of magnitude (as noticed in [72], the computation
is performed within a NFW halo profile, and the analy-

sis of di↵erent halo density shapes would add a further
uncertainty of roughly an order of magnitude). From
Fig. 9, we can notice that the bounds set from the extra-
galactic DM encompass the ones derived from the mere
Galactic DM component. Given the huge uncertainty of
the extragalactic halo modeling, it is not possible to set
stronger bounds with respect to the ones obtained from
the smooth Galactic halo. Additional uncertainties on
the extragalactic DM component are due to the DM dis-
tribution at small scales and to the e↵ect of baryons in
DM simulations (see e.g. [90, 91]).

The results shown in Fig. 5 improve the upper bounds
on the h�vi by a factor of ⇠3 at m� ⇠ 10 GeV and a
factor of at least 30 at m� ⇠ 10 TeV in the so-called
’best-fit’ scenario, while being comparable with the ’op-
timist 3s’ model. Our limits also improve significantly
the Fermi analysis for a Galactic halo of DM [39] both in
the absence or presence of background modeling. At low

DecayAnnihilation



Figure 3. 95% credible lower limits on dark matter lifetime ⌧dm as function of dark matter mass mdm,
for decay channels: (a) ⌫eµ�

µ
+ (⌫̄eµ+

µ
�) and ⌫µe

�
µ
+ (⌫̄µe+µ�), (b) µ+

µ
�, (c) ⌧+⌧�, (d)W±

µ
⌥, (e)

uds (ūd̄s̄), (f) bb̄. Astrophysical background models with Normal priors are adopted (Table 1). Thick
solid, dashed, and dotted curves correspond to the EGRB data with di↵erent foreground modeling
discussed in Ref. [24] (their models A, B, and C, respectively). Thin solid curve shows the lower limits
obtained with the 10-month Fermi-LAT data [34] and the phenomenological power-law background
modeling.

di↵erent foreground models, B and C adopted also in Ref. [24]. Models A–C nicely covers
regions shown as uncertainty band in Fig. 2. The dashed and dotted curves are the results
corresponding to models B and C, respectively. This shows that the foreground modelings
give uncertainty on lifetime constraints by about a factor of a few.

The results of more conservative approach with Flat priors in Table 1 are shown in
Fig. 4. As expected, in most cases, they are weaker than the ones with Normal priors (as
shown in Fig. 3) by about a factor of a few. Exceptions are at high dark matter masses
for (c)–(f), where they give stronger constraints; this is likely caused by interplay between
di↵erent choices of priors and the data (the total EGRB data for the Normal priors, while
the unresolved EGRB data for the Flat priors).

In order to compare our results with the previous ones in the literature (e.g., Ref. [32]),
we also computed the lifetime constraints by using the 10-month Fermi-LAT data [34]. Here
we modeled the other background component as a single power law (Table 2), and the re-
sults are shown as a thin curve in each panel of Figs. 3,4 and 5 for reference. Although the
statistics adopted here is di↵erent than that in Ref. [32] (Beyesian versus frequentist), our
results are in good agreement with theirs, proving the consistency of both the approaches.8

8
The result for ⌧+⌧�

in high mass region is di↵erent from Ref. [32]. This is because they used both

published and preliminary data for E� > 100 GeV (at that time) while we use the published 10-month data

only. In ⌧+⌧�
case, gamma-ray spectrum from cascade decay is hard and the peak of the intensity is out of
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yielding valuable information about the dark sector. No hints of
a DM detection have been claimed up to now using the EGB.
However, competitive limits on the DM annihilation cross
section have been derived in several studies relying on the EGB
intensity (e.g., Abdo et al. 2010a; Bringmann et al. 2014;
Cholis et al. 2014) or the anisotropy level (Gómez-Vargas
et al. 2014).

Here, we use the main result of this analysis—that most of
the EGB emission is produced by known source classes—to
constrain the DM annihilation cross section. We rule out DM
models that, together with point-like sources, overproduce the
EGB emission at T⩾2 level. This is achieved by defining
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where the sum runs over the N bins of the EGB spectrum.
F F F, ,i i AST RO i,EGB , ,DM are the intensities of the EGB, point-like
sources, and DM,  is a renormalization constant of the
nominal integrated source intensity and T �

T� §F/ ,i ASTRO i ASTRO, , its average uncertainty. In Equation (13),
Ti is the sum (in quadrature) of the uncertainty on the
unresolved EGB and the systematic uncertainty on the Galactic
foreground (AC14). We use the uncertainties on the unresolved
EGB because the uncertainties on the resolved source intensity
are already taken into account in T . The 2T limits are found
when the DM signal worsens the D ⩾by 42 with respect to the
optimized D2 with a free DM signal normalization (and a free
). Following Ackermann et al. (2014b), predictions of the
cosmological annihilation signal were obtained using both the
halo model (Ullio et al. 2002; Fornasa et al. 2013) and the
power spectrum approach (Serpico et al. 2012; Sefusatti et al.
2014). Though Equation (13) neglects bin-to-bin correlations,
we verified that our DM limits are within 10% of those
obtained if we adopt the foreground model (from AC14) that
gives the most conservative upper limit for each DM signal.
An example of a ruled-out DM signal is reported in Figure 3,

while Figure 4 shows the limits for DM annihilating to
U U� �bb̄ and channels, including their uncertainties due to the

level of subhalos in our Galaxy and in all DM halos (Sánchez-
Conde & Prada 2014; Ackermann et al. 2014b). Our limits are
compared to the conservative and sensitivity-reach limits
reported in Ackermann et al. (2014b). The former assumes
that the unresolved EGB is entirely due to DM annihilations,

Figure 3. Top panel: integrated emission of blazars (with and without EBL
absorption), compared to the intensity of the EGB (data points from AC14).
Lower panel: as above, but including also the emission from star-forming
galaxies (gray band; Ackermann et al. 2012b) and radio galaxies (black striped
band; Inoue 2011) as well as the sum of all non-exotic components (yellow
band). An example of DM-induced γ-ray signal ruled out by our analysis is
shown by the solid pink line and summed with the non-exotic components
(long-dashed pink line). The inset shows the residual emission, computed as
the ratio of the summed contribution to the EGB spectrum, as a function of
energy as well as the uncertainty due to the foreground emission models
(see AC14).

Figure 4. Upper limits on the self-annihilation cross section for the bb̄ (top)
and U U� � (bottom) channels as derived in this work (see Section 3) compared
to the conservative and sensitivity-reach limits reported in Ackermann et al.
(2014b). The blue band reflects the range of the theoretical predicted DM
signal intensities due to the uncertainties in the description of DM subhalos in
our Galaxy as well as other extragalactic halos, adopting a cutoff minimal halo
mass of 10 �

:M6 . For comparison, limits reported in the literature are also
shown (Abramowski et al. 2011; Ackermann et al. 2014a; Aleksić et al. 2014).
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Fig. 15. a): The cosmic XRB spectrum and predicted contribution from the population of Compton-thin AGN. The different XRB measurements
are explained on the top left: different instruments on board HEAO-1 (Gruber 1992; Gruber et al. 1999); ASCA GIS (Kushino et al. 2002); ROSAT
PSPC (Georgantopoulos et al. 1996); two different measurements by XMM (Lumb et al. 2002; De Luca & Molendi 2003); ASCA SIS (Gendreau
et al. 1995); BeppoSAX (Vecchi et al. 1999); RXTE (Revnivtsev et al. 2003). At E > 100 keV the plotted datapoints are from HEAO-1 A4 MED
(red triangles: Gruber 1992; Gruber et al. 1999; shaded area: Kinzer et al. 1997); balloon experiments (blue triangles, Fukada et al. 1975); SMM
(green circles, Watanabe et al. 1997). The blue errorbar at 0.25 keV is from shadowing experiments by Warwick & Roberts (1998). Also shown are
the XRB fractions resolved by Worsley et al. (2005) in the Lockman Hole (red diamonds), CDFS (cyan crosses) and CDFN (black crosses). The
resolved fraction in the CDFS as measured by Tozzi et al. (2001a) is also shown (gold datapoints). Solid lines refer to the contribution of different
AGN classes according to model m2. Unobscured AGN, obscured Compton-thin AGN, total AGN plus galaxy cluster are shown with a red, blue
and magenta curve, respectively. b): Same as the previous panel but including also the contribution of Compton-thick AGN (black line).

and Chandra. We will address the issue of the XRB spectral in-
tensity in the Discussion.

Having constrained the space density of Compton-thick
AGN with the fit to the XRB, the source counts in the 0.5–2 keV,
2–10 keV and 5–10 keV can be computed for the entire
AGN population. Although Compton-thick AGN provide a mea-
surable contribution only at very faint fluxes (see Figs. 9–11), it
is interesting to look at the behaviour of their log N − log S in
more detail. In the soft band (see Fig. 9) the curves for mildly and
heavily Compton-thick AGN coincide since i) their space den-
sity is the same and ii) they have the same K-correction. Indeed,
since the spectrum of mildly and heavily Compton-thick AGN
is the same (reflection dominated) up to ∼10 keV (see Fig. 1),
the 0.5–2 keV band is sampling an identical continuum even
for sources at high redshift (up to z ∼ 4). In the 2–10 keV
and 5–10 keV band instead the curves for mildly Compton-
thick and heavily Compton-thick sources show significant differ-
ences: at very bright fluxes, above ∼10−12 cgs, where only local
sources are visible, the log N− log S curves of the two Compton-
thick classes coincide because in the 2–10 keV rest frame band
their spectrum is dominated by the same reflection continuum
(Fig. 1). On the contrary, at fainter fluxes, ∼10−14−10−15 cgs,
where more distant sources can be detected, the surface density
of mildly Compton-thick AGN appears about twice that of heav-
ily Compton-thick AGN because of the stronger K-correction
produced by the transmitted continuum (Fig. 1).

8. Additional constraints

8.1. The observed fractions of obscured
and Compton-thick AGN

There is strong evidence, obtained combining deep and shal-
low surveys over a broad range of fluxes, of an increasing frac-
tion of obscured AGN towards faint fluxes (see e.g. Piconcelli
et al. 2003). This general trend was expected and predicted by

AGN synthesis models. However, the very steep increase in
the observed ratio from bright to faint fluxes is poorly repro-
duced by models where the obscured to unobscured AGN ratio
does not depend on X-ray luminosity (see Comastri 2004, for
a review), while it is best fitted by assuming that the obscured
AGN fraction increases towards low luminosity and/or high red-
shifts (La Franca et al. 2005).

We compare the observed fraction of AGN with log NH > 22
with the model predictions in Fig. 16. The choice of an absorp-
tion threshold at log NH > 22 rather than at log NH > 21 provides
a more solid observational constraint, given the uncertainties in
revealing mild absorption in sources at moderate to high redshift
and/or with low photon statistics (Tozzi et al. 2006; Dwelly et al.
2005). The model curve is able to reproduce the steep increase
of the absorbed AGN fraction from about 20–30% at<∼10−13 cgs,
i.e. at the flux level of ASCA and BeppoSAX medium sensitiv-
ity surveys, to 70–80% as observed at 5 × 10−15 cgs in the deep
Chandra fields. Recently, Tozzi et al. (2006) performed a de-
tailed X-ray spectral analysis of the CDFS sources, identifying
14 objects, i.e. about 5% of the sample, as likely Compton-thick
candidates. As shown in Fig. 16, this measurement is found to be
in excellent agreement with the fraction of Compton-thick AGN
predicted by our model at that limiting flux. These results con-
firm that below 10 keV the large population of Compton-thick
sources is poorly sampled even by the deepest surveys.

Very recently the first statistically well defined samples of
AGN selected at energies above 10 keV have become avail-
able. The first release of AGN catalogs detected by the IBIS
(20–100 keV band) and ISGRI (20–40 keV band) instruments
on board INTEGRAL (Bird et al. 2006; Beckmann et al. 2006)
includes about 40–60 objects. At the bright fluxes sampled by
INTEGRAL (a few times 10−11 cgs in the 20–40 keV band),
about two thirds of the identified AGN are absorbed by a col-
umn density in excess of log NH > 22 and about 10–15%
have been found to be Compton-thick (Beckmann et al. 2006;
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The Astrophysical Journal, 786:104 (28pp), 2014 May 10 Ueda et al.

Figure 11. Comparison of the best-fit XLF shape between different redshifts
(CTN AGNs only).
(A color version of this figure is available in the online journal.)

also gives a good description of our data. Unlike the LDDE,
the LADE assumes a constant relative shape of the XLF in the
logarithmic scales over the full redshift range, and its break
luminosity and normalization is given as a function of redshift.
We perform an ML fit to the whole sample by adopting the
same formulation of the XLF as given in Aird et al. (2010). A
chi-squared test for the two-dimensional histograms of flux and
redshift between the best-fit model and data yields χ2 = 207.1
(dof = 114). The LADE model is thus rejected with a p value
of <10−7. We infer that it is difficult to distinguish the LDDE
and LADE models in Aird et al. (2010) because of the smaller
number of samples used there; indeed Aird et al. (2010) show
that the LDDE gives a better fit to their data than the LADE,
although the difference is not significant.

6.4. Comparison with Previous Works

The parameters of the AGN XLF are better constrained than in
any of previous works thanks to our large sample size (≈15 and
≈4 times larger than those used by U03 and H05, respectively).
Here, we compare them with those of the LDDE model by
U03 and by H05 as representative ones. Although the direct
comparison with U03 is not trivial as the formulation of the
XLF in U03 is simpler than ours (e.g., β1 = 0 is assumed in
U03), the overall parameters are in good agreement between
our work and U03 except for γ2. The overall shape of our XLF
derived for all CTN AGNs is almost consistent with that by
H05 derived only for type-1 AGNs (see their Table 5) within
the errors except for α (=α1 in our paper), which is found to be
slightly larger (α1 = 0.29±0.02) than in H05 (α = 0.21±0.04).
Note that the zc,44 = 0.21 ± 0.04 parameter defined in H05 can
be converted to zc = 1.96 ± 0.15 with α = 0.21 (=α1 in our
paper), and thus agrees with our result (zc = 1.86 ± 0.07). Our
best-fit model has steeper slopes in the double power-law form
for the local XLF, γ1 = 0.96 ± 0.04 and γ2 = 2.71 ± 0.09, than
those obtained by H05. This can be explained by the luminosity
dependence of the absorbed-AGN fraction. Our local XLF is
well consistent with the Ballantyne (2014) result as determined
by the “multiband” fit.

We also determine the evolution of the absorption fraction
with an unprecedented accuracy, a1 = 0.48 ± 0.05, in the form

Figure 12. Comoving number density of AGNs plotted against redshift in
different luminosity bins (CTN AGNs only). The curves are the best-fit model,
and the data points are calculated from either the soft- or hard-band sample (see
Section 6).
(A color version of this figure is available in the online journal.)

of (1 + z)a1 that is saturated above z = 2. La Franca et al.
(2005) model the redshift evolution of the absorption fraction
by a different parameterization, adopting a linear function of z
for the fraction of AGNs with log NH < 21. According to their
best-fit model (model 4), where the constant NH distribution is
assumed over log NH = 21–25, the fraction of absorbed CTN
AGNs (log NH = 22–24) in the total CTN AGNs (log NH < 24)
at log LX = 44 is 2.3 times higher at z = 2 than at z = 0. This
corresponds to a1 ≈ 0.75 when modeled by (1 +z)a1. Similarly,
Hasinger (2008) obtain (1 + z)0.62±0.11 that is saturated at z > 2.
The reason why both La Franca et al. (2005) and Hasinger
(2008) obtain larger indices than ours could be the difference
in the adopted absorption fraction in the local universe. Both of
them utilize the HEAO1 samples, from which somewhat smaller
absorption fractions are estimated compared with the Swift/
BAT and MAXI results. In the La Franca et al. (2005) model,
the fraction of CTN AGNs in the total CTN AGNs is ≈0.25
at log LX = 44, which can be converted to ψ0

43.75 ≈ 0.31 with
β = 0.24. This value is similar to that presented in Hasinger
(2008), while it is smaller than our result obtained from the
Swift/BAT sample, ψ0

43.75 = 0.43 ± 0.03. The reason for the
discrepancy is unclear but may be attributed to the statistical
error due to the small size of the HEAO1 A2 sample (Piccinotti
et al. 1982) and/or incompleteness of the HEAO1 A1 and A3
sample (Grossan 1992). Note that our best-fit slope is larger
than that in the model by Ballantyne et al. (2006), a1 ≈ 0.3,
where the absorption fraction is assumed to be saturated above
z = 1.0. Treister & Urry (2006) obtain a similar slope to ours,
a1 ≈ 0.4 ± 0.1 without saturation up to z = 4, by correcting
for selection biases due to the low completeness (53%) in their
sample.

7. STANDARD POPULATION SYNTHESIS
MODEL OF THE XRB

7.1. Model Predictions

We have constructed a new XLF of AGNs by utilizing one
of the largest samples with a high degree of identification com-
pleteness combined from surveys in different energy bands. We
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since it depends on multiple scatterings and the time-integrated
continuum differs by up to a factor of ∼2 between codes.

From Milne et al. (2004) we adopt a selection of SN Ia mod-
els representative of normal, superluminous, and subluminous
SNe Ia, and spanning the deflagration, delayed-detonation, and
He-detonation models. The average peak line emission, over
a 106 s period, are summarized in Table 1. The light curves
for superluminous SNe Ia (solid) and normal SNe Ia (dashed)
are shown in Figure 7. We comment on DD SN Ia models in
Section 3.6. We adopt two time-integrated gamma-ray spectra:
the deflagration model W7 of Nomoto et al. (1984), which yields
0.58 M" of 56Ni, and the delayed-detonation model 5p0z22.23
of Höflich et al. (2002), which yields 0.56M" of 56Ni. Both
models are representative of normal SNe Ia, the most common
kind.

3.2. Contribution to the Cosmic Gamma-ray Background

The SN Ia contribution to the CGB depends on the cosmic
SN Ia rate and the time-integrated gamma-ray number spectrum
per SN Ia, f (E), as

E2 dN

dE
= c

4π

∫ zmax

0
RIa(z)

E′2

(1 + z)
f (E′)

∣∣∣∣
dt

dz

∣∣∣∣ dz, (6)

where E is the measured photon energy, and |dz/dt | =
H0(1 + z)[Ωm(1 + z)3 + ΩΛ]1/2. The left-hand side is equiva-
lent to νIν , and the redshift factor in Equation (6) comes from
the energy scaling.

In Figure 4, we show the resulting SN Ia contribution to the
CGB, for the deflagration model W7 (solid) and the delayed-
detonation model 5p0z22.23 (dot-dashed). For W7, the shading
shows the uncertainty due to the SN Ia rate. We see that the
SN Ia contributions are at least a factor of ∼5 smaller than
current CGB measurements, and up to ∼20 depending on the
SN Ia rate and SN Ia model. Although the spectrum per SN Ia
has line features, these are washed out due to redshift. Our
results are comparable to those of previous studies. Although
early studies showed large contributions from SNe Ia (Clayton
& Silk 1969; Clayton & Ward 1975; The et al. 1993; Zdziarski
1996; Watanabe et al. 1999; Ruiz-Lapuente et al. 2001), later
studies report contributions to be ∼10 (Strigari et al. 2005) and
!10 (Ahn et al. 2005) less than the measured intensity.

If the dominant fraction of the CGB could be subtracted by
future detectors, the SN Ia contribution could be detected. The
feasibility depends on the true nature of the currently measured
CGB. Proposed sources include various populations of AGNs
(e.g., Ajello et al. 2009), hot coronae of AGNs (Inoue et al.
2008), and exotic dark matter models (Ahn & Komatsu 2005;
Cembranos et al. 2007; Lawson & Zhitnitsky 2008). The mea-
sured CGB may also be dominated by detector backgrounds.
The true nature is unknown and remains an important quest
for future experiments to elucidate. Angular-correlation tech-
niques may help differentiate the various possibilities (Zhang &
Beacom 2004).

3.3. Local SN Ia Rate Measurements

Knowing the local SN Ia rate is a critical prerequisite
for assessing the prospects for detecting gamma rays from
individual SN Ia. Many studies have discussed the SN Ia
rate, most notably in the 1980s by Gehrels et al. (1987) and
in the 1990s by Timmes & Woosley (1997), which provided
much needed guidance on gamma-ray detection prospects. Now
we have the advantage of systematic SN surveys and greatly
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Figure 4. SN Ia contribution to the CGB. The contribution from the deflagration
model W7 (solid) and the delayed-detonation model 5p0z22.23 (dot-dashed) are
shown. For W7 we show the range owing to the uncertainty range of the SN Ia
rate (shaded); a similar range applies for 5p0z22.23 but is not shown. Data are
as labeled.
(A color version of this figure is available in the online journal.)

improved SN Ia statistics. In addition to SN catalogs, we use
our cosmic SN Ia rate to arrive at a consistent picture for the
local SN Ia rate.

More than 5000 SNe discovered up to the end of 2009 are
listed in the Sternberg Astronomical Institute Supernova Catalog
(SAI; Bartunov et al. 2007), the Asiago Supernova Catalog, and
the catalog maintained by the Central Bureau for Astronomical
Telegrams. In some cases, the catalogs disagree on details, but
these discrepancies are increasingly rare for more recent SNe.
In the presence of a disagreement, we chose the classification
in SAI; only small quantitative, and no qualitative, differences
appear if preference is given to the other catalogs. We have used
the reported recession velocities in the SAI catalog for their
distances with cross checks for the nearest SNe Ia with catalogs
of galaxies (Karachentsev et al. 2004).

SNe Ia discovered over the most recent 40 yr (1970–2009)
are shown in Figure 5 as a function of distance. We see that
while rare, there have nonetheless been a number of SNe Ia
within 10 Mpc, at approximately one per decade (unfortunately,
none in the recent decade). It is clear that one needs to go only
a small factor in distance to observe !10 SNe Ia per decade.
At larger distance, we see that the commencement of dedicated
SN Ia searches in the 1990s dramatically increased the number
of SNe Ia discovered. Yet these are still underestimates, due to
missing coverage at large distances. Furthermore, the 4π sky
is not evenly sampled; the northern hemisphere is more closely
observed than the south, resulting in an SN Ia discovery ratio of
approximately 1.4:1 (2000–2009, within 100 Mpc).

The comparison to the cosmic SN Ia rate is also revealing.
The red lines show the extrapolated cosmic SN Ia rate, and
the incompleteness of the catalog is apparent by ∼30 Mpc.
With next-generation surveys such as the Palomar Transient
Factory (Law et al. 2009), SN Ia measurements are becoming
more complete. Many more SNe Ia are also being discovered
pre-maximum, offering more targets for future gamma-ray
detectors.

Around 20 Mpc, the catalog shows more SNe Ia than the
cosmic extrapolation. The excess is as high as a factor of ∼3 for
the 20–22 Mpc bin, although this is not statistically strong. Even
considering the uncertainty in the cosmic SN Ia rate this excess
persists. There is also some excess from the Virgo galaxy cluster,
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As shown in Figure 2, our LF model is able to reproduce
successfully the range of radio and X-ray luminosities of the
C05 sample (see Figure 2(b)).

Moreover, we performed an additional test integrating the LF
coupled to our SED model over luminosity and redshift and we
counted how many objects would be detectable in an all-sky
survey above a flux of 10−15 erg cm−2 s−1 in the X-ray band.
The number of detectable sources is ∼100 and they display a
typical (average) X-ray luminosity of 5 × 1042 erg cm−2 s−1.
These numbers appear to be consistent with the Chandra and
XMM-Newton observations (e.g., C05). As an example, adopting
a value for K of 10−1 or 10−3 would produce ∼4000 or ∼1
observable sources in the entire sky. Both these scenarios
seem very unlikely given the observations described above.
We estimated the uncertainties on K adopting the following
approach. To set a lower limit on K, we required that the number
of all-sky detectable lobes (estimated through Equation (4)) at
1 keV, with flux !10−15 erg cm−2 s−1, matches (within 1σ ) the
number of sources in the C05 sample. This condition is satisfied
for K ≈ 0.016. Then, to set the upper limit, we request that
the density of sources observable at X-rays (same criteria as
above) matches the FR II density at 178 MHz in the complete
sample of Mullin et al. (2008). This condition is satisfied
for K ≈ 0.06.

Figure 3 shows the contribution to the diffuse EGB emis-
sion arising from the extended structures of FR II lobes
and its uncertainty. It is apparent that lobes give a signif-
icant, ∼10%, contribution to the EGB in the MeV energy
range.

6. SUMMARY AND CONCLUSIONS

In this Letter, we adopted a statistical acceleration scenario
based on the turbulent magnetic fields to show that balancing
the particle energy gain with the radiative losses, the expected
Lorentz factor is of the order of γ ∼ 105–106 for electrons in the
FR II lobes, in agreement with the radio/millimeter observations
of lobes in radio galaxies (e.g., Hardcastle & Looney 2008). This
has been estimated assuming that the acceleration length scale

is comparable to the mean free path in the lobe not far from the
equipartition condition, supported by the recent X-ray analyses
of C05.

The above scenario is able to justify the presence of high-
energy electrons responsible for the γ -ray emission arising from
the radio galaxy lobes, via IC/CMB, as the Fermi observations
of the nearby Centaurus A (Abdo et al. 2010a).

Considering the IC/CMB scattering as the main radiative
process for the emission in the MeV energy range, we estimated
the contribution of the FR IIs to the diffuse EGB. We found
that the peak of this diffuse emission lies at ∼1 MeV and the
radiation arising from lobes could contribute ∼10% of the EGB
close to this energy.

So far, the lobes in radio galaxies were only observable at
radio frequencies and at high energies in the X-rays. This implies
that the shape of the emitting PED is uncertain. Consequently,
the estimates of the lobe magnetic field and the possibility
of identifying which is the most relevant radiative process,
synchrotron or IC emission, are not well constrained. However,
current models adopted to describe the SED of lobes in FR IIs
assume the presence of high-energy electrons up to γ ∼ 105–106

(e.g., C05).
To test this hypothesis, very deep infrared and/or hard X-ray

observations, with sufficient spatial resolution are necessary. If
Fermi will detect γ -ray emission arising from nearby FR II
radio galaxies, these observations will be crucial to confirm the
presence of high-energy electrons in radio lobes and to constrain
their SED.
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fraction of line emission must be produced via positro-
nium, as it has been known that more than 90% of 511 keV
emission from the Galactic center is actually produced via
positronium formation [33,34]. While the model seems to
slightly exceed the HEAO-1 and SMM data at low energy,
we do not take it seriously as the discrepancy would be
smaller than the uncertainty of the AGN model. The AGN
model presented here assumes a high-energy cut-off en-
ergy of Ecut ! 0:5 MeV [3]. Since current data of AGNs in
such a high-energy band are fairly limited, uncertainty in
Ecut is more than a factor of 2. Even a slight reduction in
Ecut would make our model fit the low-energy spectrum.

The best-fit model is consistent with and supported by
all of the current observational constraints: it fits the
Galactic !-ray emission as well as the cosmic !-ray emis-
sion. It might also account for a small difference between
theory and the experimental data of the muon and electron
anomalous magnetic moment [35]. We stress here that, to
the best of our knowledge, all of these data would remain
unexplained otherwise. There is, however, one potential
conflict with a new analysis of the SPI data by [36], which
shows that a NFW density profile does provide a good fit to
511 keV line emission from the Galactic center, as opposed
to the previous analysis by [16], which indicated a shal-
lower profile than NFW. This new model would have much
higher dark-matter clumping and require a substantially

(more than an order-of-magnitude) smaller annihilation
cross section than h"vi" 3# 10$26 cm3 s$1 to fit the
Galactic data. Is our Galaxy consistent with NFW? This
is a rather complicated issue which is still far from settled
(e.g., [37,38]), and more studies are required to understand
the precise shape of density profile of our Galaxy. If our
Galaxy is described by a steep profile such as NFW, then
the dark-matter annihilation probably makes a negligible
contribution to the !-ray background, unless dark-matter
clumping is significantly increased by substructure [32],
compensating a small cross section. On the other hand, if it
were confirmed that our Galaxy has a shallow density
profile and the contribution of the dark-matter annihilation
to the !-ray background is negligible, it would be difficult
to explain the Galactic !-ray signal solely by annihilation
of light dark-matter particles.

As shown in Fig. 3, dark-matter annihilation produces a
distinctive !-ray spectrum at 0.1–20 MeV. More precise
determinations of the cosmic !-ray background in this
energy band will undoubtedly test our proposal. If con-
firmed, such measurements would shed light on the nature
of dark matter, and potentially open a window to new
physics: one implication is that neutralinos would be ex-
cluded from a candidate list of dark matter.
Phenomenologically, our model may be parameterized by
four free parameters: (1) dark-matter mass, mX, (2) a dark-
matter clumping factor at present, CX%0&, (3) redshift evo-
lution of clumping, #, and (4) a positronium fraction, f.
When more precise data are available in the future, it might
be possible to perform a full likelihood analysis and con-
strain properties of dark-matter particles as well as dark-
matter halos.

Finally, the angular power spectrum of anisotropy of the
!-ray background at 1–20 MeV would also offer a power-
ful diagnosis of the detected signal (see [39] for the con-
tribution from Type Ia supernovae). Our model predicts
that the angular power spectrum should be given by the
trispectrum (the Fourier transform of the four-point corre-
lation function) of dark-matter halos projected on the sky,
as the signal is proportional to $2. More specifically, the
power spectrum should follow precisely that of the dark-
matter clumping factor. More high-quality data of the
cosmic !-ray background in this energy band are seriously
awaited.

We would like to thank D. E. Gruber for providing us
with the HEAO-1 and COMPTEL data, K. Watanabe for
providing us with the SMM data, Y. Ueda for providing us
with the AGN predictions, C. Bœhm for sharing her results
on the modeling of SPI data with us, and C. Bœhm and J.
Beacom for valuable comments on early versions of this
paper. We would also like to thank G. Bertone and P. R.
Shapiro for discussion. K. A. was partially supported by
NASA Astrophysical Theory Program Grants No. NAG5-
10825, No. NAG5-10826, No. NNG04G177G, and Texas
Advanced Research Program Grant No. 3658-0624-1999.
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FIG. 3. The best-fit model of the cosmic !-ray background.
The model assumes (a)mX ! 20 MeV, (b) the mean dark-matter
clumping factor is twice as large as predicted by the NFW profile
(due to either a steeper profile or the presence of substructures),
and (c) line emission is solely produced via positronium for-
mation. The dashed lines show each contribution separately.
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Fig. 15. a): The cosmic XRB spectrum and predicted contribution from the population of Compton-thin AGN. The different XRB measurements
are explained on the top left: different instruments on board HEAO-1 (Gruber 1992; Gruber et al. 1999); ASCA GIS (Kushino et al. 2002); ROSAT
PSPC (Georgantopoulos et al. 1996); two different measurements by XMM (Lumb et al. 2002; De Luca & Molendi 2003); ASCA SIS (Gendreau
et al. 1995); BeppoSAX (Vecchi et al. 1999); RXTE (Revnivtsev et al. 2003). At E > 100 keV the plotted datapoints are from HEAO-1 A4 MED
(red triangles: Gruber 1992; Gruber et al. 1999; shaded area: Kinzer et al. 1997); balloon experiments (blue triangles, Fukada et al. 1975); SMM
(green circles, Watanabe et al. 1997). The blue errorbar at 0.25 keV is from shadowing experiments by Warwick & Roberts (1998). Also shown are
the XRB fractions resolved by Worsley et al. (2005) in the Lockman Hole (red diamonds), CDFS (cyan crosses) and CDFN (black crosses). The
resolved fraction in the CDFS as measured by Tozzi et al. (2001a) is also shown (gold datapoints). Solid lines refer to the contribution of different
AGN classes according to model m2. Unobscured AGN, obscured Compton-thin AGN, total AGN plus galaxy cluster are shown with a red, blue
and magenta curve, respectively. b): Same as the previous panel but including also the contribution of Compton-thick AGN (black line).

and Chandra. We will address the issue of the XRB spectral in-
tensity in the Discussion.

Having constrained the space density of Compton-thick
AGN with the fit to the XRB, the source counts in the 0.5–2 keV,
2–10 keV and 5–10 keV can be computed for the entire
AGN population. Although Compton-thick AGN provide a mea-
surable contribution only at very faint fluxes (see Figs. 9–11), it
is interesting to look at the behaviour of their log N − log S in
more detail. In the soft band (see Fig. 9) the curves for mildly and
heavily Compton-thick AGN coincide since i) their space den-
sity is the same and ii) they have the same K-correction. Indeed,
since the spectrum of mildly and heavily Compton-thick AGN
is the same (reflection dominated) up to ∼10 keV (see Fig. 1),
the 0.5–2 keV band is sampling an identical continuum even
for sources at high redshift (up to z ∼ 4). In the 2–10 keV
and 5–10 keV band instead the curves for mildly Compton-
thick and heavily Compton-thick sources show significant differ-
ences: at very bright fluxes, above ∼10−12 cgs, where only local
sources are visible, the log N− log S curves of the two Compton-
thick classes coincide because in the 2–10 keV rest frame band
their spectrum is dominated by the same reflection continuum
(Fig. 1). On the contrary, at fainter fluxes, ∼10−14−10−15 cgs,
where more distant sources can be detected, the surface density
of mildly Compton-thick AGN appears about twice that of heav-
ily Compton-thick AGN because of the stronger K-correction
produced by the transmitted continuum (Fig. 1).

8. Additional constraints

8.1. The observed fractions of obscured
and Compton-thick AGN

There is strong evidence, obtained combining deep and shal-
low surveys over a broad range of fluxes, of an increasing frac-
tion of obscured AGN towards faint fluxes (see e.g. Piconcelli
et al. 2003). This general trend was expected and predicted by

AGN synthesis models. However, the very steep increase in
the observed ratio from bright to faint fluxes is poorly repro-
duced by models where the obscured to unobscured AGN ratio
does not depend on X-ray luminosity (see Comastri 2004, for
a review), while it is best fitted by assuming that the obscured
AGN fraction increases towards low luminosity and/or high red-
shifts (La Franca et al. 2005).

We compare the observed fraction of AGN with log NH > 22
with the model predictions in Fig. 16. The choice of an absorp-
tion threshold at log NH > 22 rather than at log NH > 21 provides
a more solid observational constraint, given the uncertainties in
revealing mild absorption in sources at moderate to high redshift
and/or with low photon statistics (Tozzi et al. 2006; Dwelly et al.
2005). The model curve is able to reproduce the steep increase
of the absorbed AGN fraction from about 20–30% at<∼10−13 cgs,
i.e. at the flux level of ASCA and BeppoSAX medium sensitiv-
ity surveys, to 70–80% as observed at 5 × 10−15 cgs in the deep
Chandra fields. Recently, Tozzi et al. (2006) performed a de-
tailed X-ray spectral analysis of the CDFS sources, identifying
14 objects, i.e. about 5% of the sample, as likely Compton-thick
candidates. As shown in Fig. 16, this measurement is found to be
in excellent agreement with the fraction of Compton-thick AGN
predicted by our model at that limiting flux. These results con-
firm that below 10 keV the large population of Compton-thick
sources is poorly sampled even by the deepest surveys.

Very recently the first statistically well defined samples of
AGN selected at energies above 10 keV have become avail-
able. The first release of AGN catalogs detected by the IBIS
(20–100 keV band) and ISGRI (20–40 keV band) instruments
on board INTEGRAL (Bird et al. 2006; Beckmann et al. 2006)
includes about 40–60 objects. At the bright fluxes sampled by
INTEGRAL (a few times 10−11 cgs in the 20–40 keV band),
about two thirds of the identified AGN are absorbed by a col-
umn density in excess of log NH > 22 and about 10–15%
have been found to be Compton-thick (Beckmann et al. 2006;
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Unresolved sources Diffuse processes
Blazars

Dominant class of LAT extra-
galactic sources. Many estima-
tes in literature.  EGB contribu-
tion ranging from 20% - 100% 

Non-blazar active galaxies
27 sources resolved in 2FGL 
~ 25% contribution of radio 
galaxies to EGB expected. 
(Inoue 2011)

Star-forming galaxies
Several galaxies outside the 
local group resolved by LAT. 
Significant contribution to EGB 
expected. (e.g. Pavlidou & Fields, 
2002)

GRBs
High-latitude pulsars

small contributions expected. 
(e.g. Dermer 2007, Siegal-Gaskins et al. 

2010) 

Intergalactic shocks
widely varying predictions of 
EGB contribution ranging from 
1% to 100% (e.g. Loeb & Waxman 
2000, Gabici & Blasi 2003)

Dark matter annihilation
Potential signal dependent on 
nature of DM, cross-section and 
structure of DM distribution 
(e.g. Ullio et al. 2002)

Interactions of UHE cosmic 
rays with the EBL

dependent on evolution of CR 
sources, predictions varying from 
1% to 100 % (e.g. Kalashev et al. 2009)

Extremely large galactic 
electron halo (Keshet et al. 2004)
  

CR interaction in small solar 
system bodys (Moskalenko & Porter 
2009)



FSRQs�and�the�MeV�Background�
What�happens�between�X-ray�and�GeV?

• FSRQs�can�explain�the�whole�MeV�
background�

• FSRQs�contribute�to�the�GeV�
background�with�a�peak�at�~100�MeV
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Figure 15. Spectrum of the CXB and contribution of the FSRQs (blue region). The data points are different measurements of the diffuse background as indicated in
the label (Fukada et al. 1975; Gendreau et al. 1995; Watanabe et al. 1997; Weidenspointner et al. 2000; Revnivtsev et al. 2003; Ajello et al. 2008b). The dashed line is
the total contribution of Seyfert-like AGNs computed with the model of Gilli et al. (2007) arbitrarily multiplied by 1.1 to fit the CXB emission at 30 keV. The solid
line is the sum of the Seyfert-like and FSRQs. The spectrum of FSRQs has been modeled as a power-with a mean photon index of 1.6. The blue region represents the
range of values obtained from the Monte Carlo realizations of best-fit parameter ranges. The magenta solid line represents the contribution of BL Lac objects whose
uncertainty is not plotted for clarity, but is, due to the low number of objects, >30% at any energy.
(A color version of this figure is available in the online journal.)
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Figure 16. Contribution of FSRQs (blue region) to the CXB. The data are the same as in Figure 15, but in this case the SED of the FSRQs has been modeled with
a double power-law function. The IC peak is located in the ∼MeV region. The contribution of BL Lac objects is the same as in Figure 15 and is not drawn here for
clarity. The blue region represents the range of values obtained from the Monte Carlo realizations of best-fit parameter ranges.
(A color version of this figure is available in the online journal.)

contribution of FSRQs assuming that their IC peak is located
in the MeV band. We find that in this case FSRQs account for
the entire CXB emission up to 10 MeV. While there is basically
no difference with respect to the single power-law case below
500 keV, the curvature of the IC peak makes the contribution of
FSRQs to the CXB slightly smaller around 1 MeV. We also note
that moving the IC peak beyond 10 MeV produces a negligible
curvature in the FSRQ integral emission and thus this case is
well represented by the single power-law model.

Thus, the two analyses shown here cover well the case in
which the IC peak is either located at MeV or at GeV energies

(double and single power-law model, respectively). We must
therefore conclude that the contribution of FSRQs to the diffuse
emission is relevant and likely accounts for a substantial fraction
(potentially ∼100%) of the CXB around 1 MeV. Interpreting
the CXB as a strong constraint, we derive that the population
of FSRQ sampled by BAT must have the IC peak located
in the MeV band in order not to overproduce the diffuse
background at ∼10 MeV. Bhattacharya et al. (2009) recently
reported for the FSRQs detected by EGRET a mean photon
index of 2.34 ± 0.15. Since FSRQs have a mean photon index
of 1.6 in BAT, this implies already that the IC peak is located
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Figure 11. Contribution of unresolved (top) and total (resolved plus unresolved, bottom) FSRQs to the diffuse extragalactic background (blue line) as determined
by integrating the luminosity function coupled to the SED model derived in Section 5.3. The hatched band around the best-fit prediction shows the 1σ statistical
uncertainty while the gray band represents the systematic uncertainty.
(A color version of this figure is available in the online journal.)

e.g., BL Lac objects and starburst galaxies make significant
contributions to the IGRB intensity.

7. BEAMING: THE INTRINSIC LUMINOSITY FUNCTION
AND THE PARENT POPULATION

The luminosities L defined in this work are apparent isotropic
luminosities. Since the jet material is moving at relativistic speed
(γ >1), the observed, Doppler boosted, luminosities are related
to the intrinsic values by

L = δpL, (21)

where L is the intrinsic (unbeamed) luminosity and δ is the
kinematic Doppler factor

δ = (γ −
√

γ 2 − 1 cos θ )−1, (22)

where γ = (1−β2)−1/2 is the Lorentz factor and β = v/c is the
velocity of the emitting plasma. Assuming that the sources have
a Lorentz factor γ in the γ1 ! γ ! γ2 range then the minimum
Doppler factor is δmin = γ −1

2 (when θ = 90◦) and the maximum
is δmax = γ2 +

√
γ 2

2 −1 (when θ = 0◦). We adopt a value of p = 4
that applies to the case of jet emission from a relativistic blob

13

Ajello+’12

Based�on�Swift-BAT Based�on�Fermi-LAT



Revisiting�FSRQ�Evolution
Based�on�105-month�BAT�catalog�(Oh+’18)

• 26�(Ajello+’09)�→�53�FSRQs�(Toda+’20)�

• �

• MeV�background�contribution:�100%�→�3%

zpeak ∼ 4 → ∼ 2

is within the data error bar and model uncertainty (discussed
later). Other parameters are also similar to those of the GeV and
radio band.

4. Cosmic X-Ray and MeV Gamma-Ray Background
Radiation

The FSRQ contribution to the cosmic X-ray background
(CXB) radiation is calculated as
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where ( )F z L E, ,X 0 is a flux at an energy of E0 in the observer
frame for a source with a redshift z and a X-ray luminosity LX
(14–195 keV). We have assumed two spectral shapes for FSRQ
spectra; a single power law and a broken power law. A photon
index of the single power law and a low-energy photon index

of the broken power law is set to 1.807 (Figure 1), which is the
mean BAT photon index over our sample of FSRQs. A high-
energy photon index of the broken power-law is set as 2.5
as A09.
The left panel of Figure 4 shows the model calculation

results (blue solid line), together with various measurements of
the cosmic X-ray and gamma-ray background radiation. We
assume the case with a single power-law spectrum for FSRQs.
The observed data are the same as those of A09; however, we
added the Fermi/LAT measurement (Ackermann et al. 2015).
We also plotted the predicted contribution from Seyfert
galaxies (Gilli et al. 2007; black thin line) and FSRQs (black
and red dashed line); the latter two are based on the BAT
22 month catalog (A09) and Fermi/LAT (Ajello et al. 2012),
respectively. The error region of our model prediction is also
displayed (blue thin band). We evaluate the error region of our
model by varying each of the fitted LDDE parameters
randomly within a 1σ error by considering parameter
correlations with the correlation matrix.

Figure 3. Left: X-ray luminosity function of FSRQs in various redshift bins. Model curves correspond to the best-fit LDDE model at different redshift bins. Model
curves are multiplied by N Nobs mdl. Right: same as the left, but for the comoving number density of FSRQs in various luminosity bins. Data points are deconvolved
by dividing them by N Nobs mdl.

Figure 4. Contribution of FSRQ to the cosmic X-ray and MeV gamma-ray background radiation, estimated by the best-fit LDDE model. The left and right panels
shows the contribution by assuming a single power law and a broken power law, respectively, for FSRQ spectra. The blue solid line and thin band represent an
estimation and its error region, respectively, from our best-fit model. The black and red dashed line represents an estimation from A09 and Ajello et al. (2012),
respectively. The black thin line represents an estimation from Gilli et al. (2007). The red, light blue, yellow, open squares are CXB measuments by INTEGRAL
(Churazov et al. 2007), HEAO-1 A4 (Kinzer et al. 1997), and Swift/BAT (Ajello et al. 2008), respectively. The red open triangle and black filled squares are from
COMPTEL (Weidenspointner et al. 2000) and the Nagoya balloon (Fukada et al. 1975), respectively. The cyan solid line is from SMM (Watanabe et al. 1997). The
red, light green, blue crosses are from ASCA (Gendreau et al. 1995), XTE (Revnivtsev et al. 2003), and HEAO-1 A2 (Gruber et al. 1999), respectively. The red filled
circles are from Fermi/LAT (Ackermann et al. 2015).Q3
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Figure 10. Left panel: number density of blazars (FSRQs and BL Lac objects) as a function of redshift and luminosity class. The solid lines represent the best-fit XLF
model (model 7 in Table 4). The BAT data (points with errors) were “deconvolved” taking into account the BAT sensitivity (see Section 4.2 for details). Right panel:
luminosity function of the BAT blazars built using the 1/VMAX method (datapoints) with superimposed the best-fit XLF model (model 7 in Table 4).
(A color version of this figure is available in the online journal.)

by chance. We also note that density evolution (with a double
power law as a local XLF) reproduces the data equivalently well
(see model 8), but it is ruled out since it overpredicts the CXB
emission by a factor of >5. Thus, we consider model 7 as the
best representation of our data. Figure 9 shows the confidence
contours for the best-fit parameters.

The extreme flattening of the XLF at low luminosities can be
the effect of beaming. As discussed by Urry & Shafer (1984),
relativistic beaming alters the observed luminosity function of
blazars producing a flattening at low luminosities. For common
jet emission scenarios (see Urry & Shafer 1984, for details),
the faint-end slope of the XLF should be ∼1.0. Given the
absolute lack of BAT blazars populating the low-luminosity
part of the XLF, it is not surprising that the best-fit value of γ1 is
∼1.5σ away from the Urry & Shafer (1984) prediction. On the
other hand, relativistic beaming should not affect the bright-end
slope which should reflect the slope of the intrinsic luminosity
function. It thus becomes interesting to compare the value of γ2
derived here with other surveys. Recently, Cara & Lister (2008)
derived the intrinsic radio luminosity function of the Fanaroff–
Riley (FR) class II which is thought to be the parent population
of FSRQs. They found that the slope of the intrinsic luminosity
function is 2.53 ± 0.06 which is in good agreement with the
value of 2.73 ± 0.38 derived here.

A visual representation of the best-fit XLF model (double
power law plus MPLE model) is shown in the left panel of Fig-
ure 10 which reports the volume density of blazar as a function
luminosity class and redshift. The datapoints are the “decon-
volved” BAT observed data, that is the number (or density) of
blazars which an instrument with optimum sensitivity would
see. In order to deconvolve the BAT data, we computed for each
bin of redshift and luminosity, the ratio between the integrals of
Φ(LX, z) and λ(LX, z) (see Equations (2) and (8) for a defini-
tion of both). This gives a correction factor which allows us to
deconvolve the BAT data. Also note, that given the sparseness of
the BAT data, the correction factor is sometimes averaged over
large bins of redshift and luminosity where the XLF is strongly
varying, thus it might be somewhat uncertain. Nevertheless,
Figure 10 highlights that BAT is sampling with good accuracy
the redshift peak of some of the most luminous objects in the

universe. From the same figure, it is clear that the density of very
luminous blazars (log LX > 1047 erg s−1) peaks at large redshift
and precisely at z = 4.3 ± 0.5. This is much larger than the
value of ∼1.9 derived (or assumed) for X-ray and Optical sur-
veys (see, e.g., Ueda et al. 2003; Hasinger et al. 2005; Bongiorno
et al. 2007; Silverman et al. 2008). The likely reason of this dif-
ference will be addressed in details in Section 6. The right panel
of Figure 10 shows the nonparametric blazar XLF built using the
1/VMAX method along with the best-fit analytical XLF model
(model 7). It is apparent the good agreement between the two
representations.

4.3. Two Populations: FSRQs and BL Lac Objects

Previous works (e.g., Wolter et al. 1991; Rector et al. 2000;
Wolter & Celotti 2001; Beckmann et al. 2003; Padovani et al.
2007) have reported evidence about the different evolutionary
behaviors of FSRQs and BL Lac objects. The V/VMAX test
reported in Section 3 showed that also in our sample the two
classes of objects might evolve differently. In the following
sections, we test this hypothesis.

4.3.1. FSRQs

We applied the two best-fit models of the previous section
(MPLE coupled to a single and double power-law local XLF,
respectively) to the FSRQ class. The best-fit parameters are
reported in Table 4. We note that both XLF models produce
essentially the same result. When the local XLF is modeled as
a double power-law model, the faint-end slope γ1 is required
to be largely negative (<−50) and the break luminosity L∗
coincides with the minimum observed luminosity of FSRQs in
the BAT sample. Under this conditions, the double power-law
model reduces to a single power-law distribution with a sharp
cutoff at LX < 2 × 1044 erg s−1. Figures 11 and 12 (right
panel) show how well the best-fit XLF models (models 9 and
10 in Table 4) reproduce the observed distributions (in redshift,
luminosity, and source counts).

Figure 13 shows the number, and its volume density, of
FSRQs in the universe for different luminosity classes as derived

is within the data error bar and model uncertainty (discussed
later). Other parameters are also similar to those of the GeV and
radio band.

4. Cosmic X-Ray and MeV Gamma-Ray Background
Radiation

The FSRQ contribution to the cosmic X-ray background
(CXB) radiation is calculated as

( )

( ) ( ) ( )
¨ ¨�

8
q '

F E
dV

dzd
dz dL

z L F z L E, , , , 7
z

z

L

L

X

X X

CXB 0

0

min

max

min

max

where ( )F z L E, ,X 0 is a flux at an energy of E0 in the observer
frame for a source with a redshift z and a X-ray luminosity LX
(14–195 keV). We have assumed two spectral shapes for FSRQ
spectra; a single power law and a broken power law. A photon
index of the single power law and a low-energy photon index

of the broken power law is set to 1.807 (Figure 1), which is the
mean BAT photon index over our sample of FSRQs. A high-
energy photon index of the broken power-law is set as 2.5
as A09.
The left panel of Figure 4 shows the model calculation

results (blue solid line), together with various measurements of
the cosmic X-ray and gamma-ray background radiation. We
assume the case with a single power-law spectrum for FSRQs.
The observed data are the same as those of A09; however, we
added the Fermi/LAT measurement (Ackermann et al. 2015).
We also plotted the predicted contribution from Seyfert
galaxies (Gilli et al. 2007; black thin line) and FSRQs (black
and red dashed line); the latter two are based on the BAT
22 month catalog (A09) and Fermi/LAT (Ajello et al. 2012),
respectively. The error region of our model prediction is also
displayed (blue thin band). We evaluate the error region of our
model by varying each of the fitted LDDE parameters
randomly within a 1σ error by considering parameter
correlations with the correlation matrix.

Figure 3. Left: X-ray luminosity function of FSRQs in various redshift bins. Model curves correspond to the best-fit LDDE model at different redshift bins. Model
curves are multiplied by N Nobs mdl. Right: same as the left, but for the comoving number density of FSRQs in various luminosity bins. Data points are deconvolved
by dividing them by N Nobs mdl.

Figure 4. Contribution of FSRQ to the cosmic X-ray and MeV gamma-ray background radiation, estimated by the best-fit LDDE model. The left and right panels
shows the contribution by assuming a single power law and a broken power law, respectively, for FSRQ spectra. The blue solid line and thin band represent an
estimation and its error region, respectively, from our best-fit model. The black and red dashed line represents an estimation from A09 and Ajello et al. (2012),
respectively. The black thin line represents an estimation from Gilli et al. (2007). The red, light blue, yellow, open squares are CXB measuments by INTEGRAL
(Churazov et al. 2007), HEAO-1 A4 (Kinzer et al. 1997), and Swift/BAT (Ajello et al. 2008), respectively. The red open triangle and black filled squares are from
COMPTEL (Weidenspointner et al. 2000) and the Nagoya balloon (Fukada et al. 1975), respectively. The cyan solid line is from SMM (Watanabe et al. 1997). The
red, light green, blue crosses are from ASCA (Gendreau et al. 1995), XTE (Revnivtsev et al. 2003), and HEAO-1 A2 (Gruber et al. 1999), respectively. The red filled
circles are from Fermi/LAT (Ackermann et al. 2015).Q3
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Seyferts�and�the�MeV�Background
Extension�from�X-ray�background?

• X-ray�emission�of�Seyferts�comes�from�
thermal�hot�disk�corona�

• If�there�are�non-thermal�particles,�we�
can�have�a�power-law�tail�from�the�X-
ray�background.

90 R. Gilli et al.: The synthesis of the cosmic X-ray background

Fig. 15. a): The cosmic XRB spectrum and predicted contribution from the population of Compton-thin AGN. The different XRB measurements
are explained on the top left: different instruments on board HEAO-1 (Gruber 1992; Gruber et al. 1999); ASCA GIS (Kushino et al. 2002); ROSAT
PSPC (Georgantopoulos et al. 1996); two different measurements by XMM (Lumb et al. 2002; De Luca & Molendi 2003); ASCA SIS (Gendreau
et al. 1995); BeppoSAX (Vecchi et al. 1999); RXTE (Revnivtsev et al. 2003). At E > 100 keV the plotted datapoints are from HEAO-1 A4 MED
(red triangles: Gruber 1992; Gruber et al. 1999; shaded area: Kinzer et al. 1997); balloon experiments (blue triangles, Fukada et al. 1975); SMM
(green circles, Watanabe et al. 1997). The blue errorbar at 0.25 keV is from shadowing experiments by Warwick & Roberts (1998). Also shown are
the XRB fractions resolved by Worsley et al. (2005) in the Lockman Hole (red diamonds), CDFS (cyan crosses) and CDFN (black crosses). The
resolved fraction in the CDFS as measured by Tozzi et al. (2001a) is also shown (gold datapoints). Solid lines refer to the contribution of different
AGN classes according to model m2. Unobscured AGN, obscured Compton-thin AGN, total AGN plus galaxy cluster are shown with a red, blue
and magenta curve, respectively. b): Same as the previous panel but including also the contribution of Compton-thick AGN (black line).

and Chandra. We will address the issue of the XRB spectral in-
tensity in the Discussion.

Having constrained the space density of Compton-thick
AGN with the fit to the XRB, the source counts in the 0.5–2 keV,
2–10 keV and 5–10 keV can be computed for the entire
AGN population. Although Compton-thick AGN provide a mea-
surable contribution only at very faint fluxes (see Figs. 9–11), it
is interesting to look at the behaviour of their log N − log S in
more detail. In the soft band (see Fig. 9) the curves for mildly and
heavily Compton-thick AGN coincide since i) their space den-
sity is the same and ii) they have the same K-correction. Indeed,
since the spectrum of mildly and heavily Compton-thick AGN
is the same (reflection dominated) up to ∼10 keV (see Fig. 1),
the 0.5–2 keV band is sampling an identical continuum even
for sources at high redshift (up to z ∼ 4). In the 2–10 keV
and 5–10 keV band instead the curves for mildly Compton-
thick and heavily Compton-thick sources show significant differ-
ences: at very bright fluxes, above ∼10−12 cgs, where only local
sources are visible, the log N− log S curves of the two Compton-
thick classes coincide because in the 2–10 keV rest frame band
their spectrum is dominated by the same reflection continuum
(Fig. 1). On the contrary, at fainter fluxes, ∼10−14−10−15 cgs,
where more distant sources can be detected, the surface density
of mildly Compton-thick AGN appears about twice that of heav-
ily Compton-thick AGN because of the stronger K-correction
produced by the transmitted continuum (Fig. 1).

8. Additional constraints

8.1. The observed fractions of obscured
and Compton-thick AGN

There is strong evidence, obtained combining deep and shal-
low surveys over a broad range of fluxes, of an increasing frac-
tion of obscured AGN towards faint fluxes (see e.g. Piconcelli
et al. 2003). This general trend was expected and predicted by

AGN synthesis models. However, the very steep increase in
the observed ratio from bright to faint fluxes is poorly repro-
duced by models where the obscured to unobscured AGN ratio
does not depend on X-ray luminosity (see Comastri 2004, for
a review), while it is best fitted by assuming that the obscured
AGN fraction increases towards low luminosity and/or high red-
shifts (La Franca et al. 2005).

We compare the observed fraction of AGN with log NH > 22
with the model predictions in Fig. 16. The choice of an absorp-
tion threshold at log NH > 22 rather than at log NH > 21 provides
a more solid observational constraint, given the uncertainties in
revealing mild absorption in sources at moderate to high redshift
and/or with low photon statistics (Tozzi et al. 2006; Dwelly et al.
2005). The model curve is able to reproduce the steep increase
of the absorbed AGN fraction from about 20–30% at<∼10−13 cgs,
i.e. at the flux level of ASCA and BeppoSAX medium sensitiv-
ity surveys, to 70–80% as observed at 5 × 10−15 cgs in the deep
Chandra fields. Recently, Tozzi et al. (2006) performed a de-
tailed X-ray spectral analysis of the CDFS sources, identifying
14 objects, i.e. about 5% of the sample, as likely Compton-thick
candidates. As shown in Fig. 16, this measurement is found to be
in excellent agreement with the fraction of Compton-thick AGN
predicted by our model at that limiting flux. These results con-
firm that below 10 keV the large population of Compton-thick
sources is poorly sampled even by the deepest surveys.

Very recently the first statistically well defined samples of
AGN selected at energies above 10 keV have become avail-
able. The first release of AGN catalogs detected by the IBIS
(20–100 keV band) and ISGRI (20–40 keV band) instruments
on board INTEGRAL (Bird et al. 2006; Beckmann et al. 2006)
includes about 40–60 objects. At the bright fluxes sampled by
INTEGRAL (a few times 10−11 cgs in the 20–40 keV band),
about two thirds of the identified AGN are absorbed by a col-
umn density in excess of log NH > 22 and about 10–15%
have been found to be Compton-thick (Beckmann et al. 2006;

Gilli+’07
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Non-thermal�electrons�exist�in�the�coronae

• Coronal�synchrotron�emission�is�
found�by�ALMA�(YI+’18)�

• Non-thermal�MeV�tail�in�Seyferts�
can�explain�the�MeV�background�
radiation�(YI+’08;�YI+’19)
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(Possible)�Origins�of�the�MeV�Background
FSRQs�(jet)�?�Seyferts�(disk)?

• FSRQs�may�explain�(Ajello+’09)�

• Contradicts�with�evolution�seen�in�GeV�

• Recent�FSRQ�XLF�shows�it�is�~3%�

• Seyferts�may�explain�(YI+’08;�YI+’19)�

• No�MeV�emission�has�been�detected�from�
Seyferts.�

• Synchrotron�counterpart�is�detected�by�ALMA
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Figure 15. Spectrum of the CXB and contribution of the FSRQs (blue region). The data points are different measurements of the diffuse background as indicated in
the label (Fukada et al. 1975; Gendreau et al. 1995; Watanabe et al. 1997; Weidenspointner et al. 2000; Revnivtsev et al. 2003; Ajello et al. 2008b). The dashed line is
the total contribution of Seyfert-like AGNs computed with the model of Gilli et al. (2007) arbitrarily multiplied by 1.1 to fit the CXB emission at 30 keV. The solid
line is the sum of the Seyfert-like and FSRQs. The spectrum of FSRQs has been modeled as a power-with a mean photon index of 1.6. The blue region represents the
range of values obtained from the Monte Carlo realizations of best-fit parameter ranges. The magenta solid line represents the contribution of BL Lac objects whose
uncertainty is not plotted for clarity, but is, due to the low number of objects, >30% at any energy.
(A color version of this figure is available in the online journal.)
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Figure 16. Contribution of FSRQs (blue region) to the CXB. The data are the same as in Figure 15, but in this case the SED of the FSRQs has been modeled with
a double power-law function. The IC peak is located in the ∼MeV region. The contribution of BL Lac objects is the same as in Figure 15 and is not drawn here for
clarity. The blue region represents the range of values obtained from the Monte Carlo realizations of best-fit parameter ranges.
(A color version of this figure is available in the online journal.)

contribution of FSRQs assuming that their IC peak is located
in the MeV band. We find that in this case FSRQs account for
the entire CXB emission up to 10 MeV. While there is basically
no difference with respect to the single power-law case below
500 keV, the curvature of the IC peak makes the contribution of
FSRQs to the CXB slightly smaller around 1 MeV. We also note
that moving the IC peak beyond 10 MeV produces a negligible
curvature in the FSRQ integral emission and thus this case is
well represented by the single power-law model.

Thus, the two analyses shown here cover well the case in
which the IC peak is either located at MeV or at GeV energies

(double and single power-law model, respectively). We must
therefore conclude that the contribution of FSRQs to the diffuse
emission is relevant and likely accounts for a substantial fraction
(potentially ∼100%) of the CXB around 1 MeV. Interpreting
the CXB as a strong constraint, we derive that the population
of FSRQ sampled by BAT must have the IC peak located
in the MeV band in order not to overproduce the diffuse
background at ∼10 MeV. Bhattacharya et al. (2009) recently
reported for the FSRQs detected by EGRET a mean photon
index of 2.34 ± 0.15. Since FSRQs have a mean photon index
of 1.6 in BAT, this implies already that the IC peak is located
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Anisotropy�of�the�Cosmic�Microwave�Background
Clues�for�Big�Bang�Cosmology.
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Anisotropy�of�the�Cosmic�Microwave�Background
Converting�the�map�to�the�angular�power�spectrum
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Anisotropy�of�the�sky
Trace�the�matter�distribution�in�the�universe
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Anisotropy�of�the�CGB
Proposed�by�Ando�&�Komatsu�2006

• Angular�power�spectrum:� �

• Poisson�term:� �

• i.e.,�Shot�noise� �

• Correlation�term:� �

• includes�structure�information.��

• Note:�multipole�

C(θ) = ⟨δI( ̂r1)δI( ̂r2)⟩

CP
l ≡ C(θ = 0)
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l = ∫
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l ≃ 180/θ
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Angular�Power�Spectrum�of�the�CGB
Ando�&�Komatsu�2006;�Ando�et�al.�2007

• Note:�this�work�was�before�the�launch�
of�Fermi.
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FIG. 1: The CGB spectrum from dark matter annihilation
(dashed) and blazars with the best-fit LDDE GLF (dotted).
Total intensity is shown by the solid curve, and the data points
are from the EGRET data [2].

where

W (E, z) =
1

4π
n̄sh(z)Nsh(E, z)e−τ(E,z)

. (6)

Figure 1 shows the CGB spectrum from dark matter
annihilation, where the particle mass is assumed to be
mχ = 100 GeV. We do not give a specific value of σv or
M0. These parameters are degenerate, but they do not
affect predictions of the angular power spectrum, as we
see below. All we require here is that the predicted inten-
sity becomes comparable to the observed CGB, and this
can be done by adjusting these two parameters. Previous
work which included dark matter substructures [35] has
shown that this is indeed possible with a standard value
of the annihilation cross section, σv = 3×10−26 cm3 s−1,
which gives the right amount of the dark matter density
in the universe if dark matter was thermally produced in
the early universe [27, 29]. On the other hand, anisotropy
depends only on mχ and α. We shall therefore vary α
and see how the results depend on α, while we fix the
mass at 100 GeV throughout the paper.

B. Blazars

If a non-negligible fraction of the CGB flux comes
from astrophysical sources such as blazars and clusters
of galaxies, they inevitably give a background (noise) for
the dark matter detection in the anisotropy signature. It
is thus very important to evaluate the contribution from

the unresolved point sources. We concentrate on blazars
as an example.

To calculate the mean CGB intensity from blazars one
needs the GLF of blazars. We use the latest luminosity
dependent density evolution (LDDE) model, which re-
produces the observed GLF of the EGRET blazars bet-
ter than a traditionally used pure luminosity evolution
model [10]. As the LDDE GLF was originally given for
the luminosity at 100 MeV, we need to generalize it to
the other energies. We do this by specifying the spec-
tral shape; here we assume it to be a power law with
a spectral index of αγ = 2.2 [1]. Then, the luminosity
per unit energy range, L, is connected to the luminos-
ity, Lγ(100 MeV) (= EL at 100 MeV) adopted in the
previous GLF via the following simple relation:

L(Eem) =

(

Eem

100 MeV

)1−αγ
Lγ

100 MeV
, (7)

The GLF is accordingly replaced with the one defined
as the comoving number density per unit range in L,
ΦE(L, z), which is related to the original one through

dL ΦE(L, z) = dLγ ργ(Lγ , z), (8)

where we show the energy dependence of the new GLF
explicitly by attaching subscript E. Note that ργ on the
right hand side is given by Eqs. (8) and (10) of Ref. [46].
Using Eqs. (7) and (8), we can rewrite the luminosity and
the GLF at any energies as long as the spectrum is kept
to be a power law with the same index.

The photon flux from the source with luminosity L at
redshift z at energy E is given by

FE(L, z) =
(1 + z)L[(1 + z)E, z]

4πd2L(z)
, (9)

where dL(z) is the luminosity distance out to a source at
z. The flux sensitivity for point sources of the EGRET is
Fγ,lim " 10−7 cm−2 s−1 above 100 MeV [47], and all the
unresolved sources that give a flux below this threshold
contribute to the CGB. The conversion from the differ-
ential flux per energy, FE , to the integrated flux, Fγ , can
easily be performed by integrating over energy above 100
MeV and assuming the spectrum to be a power law with
an index αγ . One obtains

FE = (αγ − 1)

(

E

100 MeV

)1−αγ

Fγ . (10)

We use this equation and Eq. (9) to calculate the limiting
source luminosity, L(FE,lim, z), from Fγ,lim.
We calculate the mean CGB intensity coming from un-

resolved blazars whose gamma-ray flux is below FE,lim

from

E〈IN (E)〉 =

∫ zmax

0
dz

d
2
V

dzdΩ

∫ L(FE,lim,z)

0
dL ΦE(L, z)

× FE(L, z), (11)
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FIG. 5: Angular power spectrum of the CGB from dark matter annihilation (f2
DCl,D; dashed), blazars (f2

BCl,B; dotted), and
cross correlation (2fBfDCl,BD; dot-dashed) that would be measured by GLAST at E = 10 GeV, for various models of the blazar
GLF and various fractions of dark matter contribution to the CGB, fD (Table I). The adopted dark matter mass is 100 GeV
and the gamma-ray emission is assumed to be dominated by the substructure. The total signal, Cs

l = f2
DCl,D + 2fBfDCl,BD,

is shown as the solid curve, while the corresponding GLAST errors (δCs
l ; for two years) are indicated as boxes. The signal is

to be detected if it is larger than the size of errors (Cs
l > δCs

l ). The subhalo distribution in a halo of mass M is assumed to be
〈N |M〉 ∝ M .

tion with GLAST in two years of operation, as long as
the dark matter contribution to the mean CGB flux is
greater than 30% at some energy within the GLAST en-
ergy window. This statement is independent of the den-
sity profile adopted as it is derived with the guaranteed
power spectrum, the 2-halo term.

VI. DISCUSSION AND CONCLUSIONS

In this paper we have presented detailed calculations
of the angular power spectrum of CGB anisotropy from
dark matter annihilation in cosmological dark matter ha-
los as well as from unresolved blazars. The power spec-
trum of dark matter annihilation from smooth NFW
halos (i.e., no substructures) has been calculated by
AK06 [41], and the power spectrum of resolved (detected)
blazars has been calculated by Ref. [46]. Our work builds

on and extends these results by taking into account the
effects of dark matter substructures explicitly, by means
of the Halo Occupation Distribution of subhalos. These
calculations should provide a useful benchmark for the
angular power spectrum of CGB that would be measured
by GLAST.

Our results are very encouraging: one should be able
to detect the angular power spectrum from dark mat-
ter annihilation with GLAST, whether dark matter halos
are smooth or clumpy, as long as the dark matter con-
tribution to the mean CGB flux is greater than 30% at
some energy within the GLAST energy window. This is a
rather modest requirement given the fact that unresolved
blazars appear to contribute to the mean CGB only at the
25–50% level [10]. As far as the mean CGB is concerned
it has been pointed out that subhalos are necessary in
order for dark matter annihilation to make a significant
contribution without violating stringent constraints from

DM

Blazar

DM-
Blazar

Ando+’07
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avoid relying on the autocorrelation of the micro bins
and therefore on the estimate of the noise. The SOM
provides more details to support this approach.

FIG. 2. Anisotropy energy spectrum CP (E), whose values are
reported in Tab. I. We also show the best-fit models sPLE
(single power law with exponential cuto↵) and dPLE (double
power law with exponential cuto↵), and we stress that they
have been obtained by considering the total set of Cij

P from
both auto- and cross-correlations between macro energy bins
(see the last section for details about the fitting procedure).

A. AUTOCORRELATION
ANISOTROPY ENERGY SPECTRUM

For each energy bin, we find no evidence for an `-
dependent APS. This flat behavior is expected if the
anisotropy signal is dominated by unresolved point-like
sources isotropically distributed in the sky. We therefore
derive the level of anisotropy, CP , for each energy bin by
fitting the APS with a constant value: this provides the
energy spectrum of the anisotropy signal due to gamma-
ray point-like sources. Prior to this fit, each APS was
binned to reduce the correlation among neighboring C`.
To carry out the binning in the most e↵ective way, we im-
plemented the unweighted averaging procedure proposed
in Fornasa et al., which was validated with Monte Carlo
simulations (see Sec. IV-A of Fornasa et al.). The range

global spectrum of the underlying source population flattens. We
calculated that when Nb > 3, considering our micro energy bin
width and an anisotropy energy spectrum ⇠ E�4, the di↵erence
between Eq. 1 and Eq. 2 is less than 1%. We use Nb = 6 for all
but the two highest-energy macro bins, for which we use Nb =
11 and Nb = 12, respectively.

Emin-Emax Fit range CP ± �CP Csys
P,Aeff

[GeV] [lmin-lmax] [cm�4s�2sr�2sr] [%]
0.5� 1.0 50� 150 (3.7± 1.5) E-18 20
1.0� 1.7 50� 250 (6.6± 1.6) E-19 20
1.7� 2.8 50� 450 (9.4± 1.8) E-20 20
2.8� 4.8 50� 600 (3.4± 0.63) E-20 20
4.8� 8.3 50� 900 (1.4± 0.18) E-20 20
8.3� 14.5 50� 1000 (4.3± 0.61) E-21 20
14.5� 22.9 50� 1000 (9.0± 2.1) E-22 20
22.9� 39.8 50� 1000 (2.1± 1.0) E-22 20
39.8� 69.2 50� 1000 (5.9± 4.0) E-23 20
69.2� 120.2 50� 1000 (3.1± 1.5) E-23 22
120.2� 331.1 50� 1000 (1.2± 0.73) E-23 25
331.1� 1000.0 50� 1000 (�4.4± 11) E-25 32

TABLE I. CP values and the corresponding errors �CP for
each energy bin, as well as the range of multipoles considered
in the fit of the APS and the systematic error associated to
the instrumental e↵ective area.

of multipoles considered for the fitting procedure is de-
termined taking into account several considerations: we
exclude l < 50 where residual large-scale contributions
from the foreground emission are significant and leak-
age from large-scale fluctuations still could be important;
the beam window function correction is inaccurate when
considering scales much smaller than the PSF: the upper
limit in multipole depends on the PSF and on the photon
statistics at a specific energy, and hence varies with the
energy bin. Further details are provided in the SOM.
In Tab. I, we report the obtained CP as a function of
energy, as well as the fitting range of multipoles consid-
ered, and the systematics related to the uncertainty of
the Fermi -LAT e↵ective area Ae↵

5.
Fig. 2 shows our measurement of the anisotropy energy
spectrum between 524 MeV and 1 TeV.

B. CROSS-CORRELATIONS
BETWEEN ENERGY BINS

A way to discriminate whether the signal is due to ei-
ther a single class or multiple classes of point-like sources
is to study the cross-correlations among energy bins: dis-
tinct populations of sources, presenting di↵erent energy
spectra, reasonably lie in di↵erent sky positions.
Similarly to the autocorrelation APS, we find flat cross-
APS when performing cross-correlations between macro
energy bins. If the anisotropy cross signal is due to a

single class of sources, then Cij
P =

q
Cii

P Cjj
P , where

5 This uncertainty is obtained doubling the systematic uncertainty
of the instrumental Ae↵ , since the APS is the square of the
intensity. https://fermi.gsfc.nasa.gov/ssc/data/analysis/
LAT_caveats.html

Anisotropy�Measurement�of�the�CGB
Fermi�measured�it. • Constant�excess�at�100�<�l�<�500�

• Poisson�term�

• >1�populations�are�required.

Tominimize the impact of Galactic foregrounds we have
employed a large latitude cut. However, Galactic diffuse
emission extends to very high latitudes and may not exhibit
a strong gradient with latitude, and it is thus important to
investigate to what extent our data set may be contaminated
by a residual Galactic contribution. For this purpose we
attempt to reduce the Galactic diffuse contribution to the
high-latitude emission by subtracting a model of the
Galactic foregrounds from the data, and then calculating
the angular power spectra of the residual maps. For the
angular power spectrum analysis of the residual maps
(cleaned data) we note that the noise term CN is calculated
from the original (uncleaned) map, since subtracting the
model from the data does not reduce the photon noise level.

In the following we use the recommended Galactic dif-
fuse model GLL_IEM_V02.FIT, which is also the default GAL
model that we simulate, as described in Sec. V. To tailor the
model to the high-latitude sky regions considered in this
work, the normalization of the model was adjusted by refit-
ting the model to the data only in the regions outside the
latitude mask. For the fit we used GaRDiAn which con-
volves the model with the instrument response (effective

area and PSF). The normalization obtained in this way is,
however, very close to the nominal one,within a fewpercent.
We present the angular power spectra of the data before

and after Galactic-foreground cleaning in Fig. 3; expanded
versions of the angular power spectra for the 1–2 GeVand
2–5 GeV bins focusing on the high-multipole data are
shown in Fig. 4. In both analyses, angular power at ‘ !
155 is measured in the data in all energy bins considered,
and the angular power spectra for the default and cleaned
data are in good agreement in this multipole range. In the
default data, the large increase in angular power at ‘ < 155
in the two energy bins spanning 1–5 GeV is likely due to
contamination from the Galactic diffuse emission which
features correlations on large angular scales, but may also
be attributable in part to the effects of the source mask (see
Sec. VI F).
At ‘ ! 155 the measured angular power does not exhibit

a clear scale dependence in any energy bin. The results of
fitting the unbinned signal angular power spectrum estima-
tor for 155 " ‘ " 504 in each energy bin to a power law

Csignal
‘ / ð‘=‘0Þn with ‘0 ¼ 155 are given in Table II for the

default data analysis. In each energy bin, the angular power
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FIG. 3 (color online). Comparison of intensity angular power spectra of the data and Galactic-foreground-cleaned data. For ‘ ! 155
the measured power at all energies is approximately constant in multipole, suggesting that it originates from one or more unclustered
source populations. The large increase in angular power in the default data at ‘ < 155 in the 1–2 and 2–5 GeV bins is likely attributable
largely to contamination from Galactic diffuse emission. In these two energy bins, foreground cleaning primarily reduces angular
power at ‘ < 155, with the most significant reductions at ‘ < 105. At energies greater than 5 GeV the effect of foreground cleaning is
small for ‘ ! 55. Expanded versions of the top panels are shown in Fig. 4.
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Anisotropy�Constraints�on�Blazar�models
Independent�test�of�blazar�evolution

• We�can�estimate� �

• Anisotory�&�source�count�constrain�the�
evolution�models�(Cuoco+’12;�Harding�&�Abazajian�’13)�

• Anisotropy�is�well�explained�by�blazars�and�radio�
galaxies�(Di�Mauro+’14)

CP
l

scenarios we test an alternative fit to the blazar logN-logS
obtained by Stecker and Venters [13]. A notable feature of
this alternative fit is that it can account for !60% of the
IGRB intensity in the 1–10 GeV energy band. We have
calculated CP from the logN-logS of the Stecker and
Venters model [13,14] and, using a threshold of 5:0"
10#10 cm#2 s#1 (the same used in the rest of our analysis),
obtain CP ¼ ð3:0& 0:5Þ " 10#17 ðcm#2 s#1 sr#1Þ2 sr (the
error reported on this prediction being likely an overesti-
mate since it neglects the covariance of the parameters).
This value is a factor of !3:0 larger than the measured
value, and is inconsistent with CP;data at 3:7!. The anisot-
ropy data thus strongly excludes this blazar model. In addi-
tion, we remark that the recent analysis of Ref. [15] using
the blazar model of Ref. [16] reaches conclusions similar to
those of the present study: those authors find that the mea-
sured IGRB anisotropy places a strong constraint on the
contribution of blazars to the intensity of the IGRB, and that,
assuming the model considered in that work, blazars cannot
contribute a substantial fraction of the IGRB intensity.

Comparing the measured anisotropy of the IGRB and
the predicted anisotropy from blazars leads to another
important conclusion. Since, for the best-fit source count
distribution, blazars already account for !100% of the
observed anisotropy and, in intensity units, Poisson angular
power is additive, the remaining component (or compo-
nents) making !80% of the IGRB intensity must contrib-
ute a low level of anisotropy in order to not overproduce
the observed angular power. Interestingly, this can be

achieved quite naturally since some proposed contributors
to the IGRB, such as star-forming galaxies [8], are
expected to contribute negligibly to the anisotropy. On
the other hand, this result implies strong constraints on
source populations with large intrinsic anisotropy.
We emphasize that the anisotropy and intensity contribu-

tions from a source population have different dependences
on the source count distribution, and consequently they
represent complementary observables which are sensitive

FIG. 3 (color online). Left: Constraints on blazar logN-logS parameters (break flux, Sb, and faint-end slope, ") from the intensity
and anisotropy of the IGRB. Regions in which blazars provide 100% of the observed IGRB anisotropy and mean intensity in the
1–10 GeV energy band are shown; the widths of the regions indicate the 68% confidence intervals. Below these regions blazars
overproduce the anisotropy and mean intensity. Labeled contours show the fraction of the blazar contribution to the IGRB intensity.
The best-fit 1! parameter region from the Fermi source count analysis [4] is marked, along with the best-fit Sb [4] (dot-dashed line).
Right: Expanded view around the region of parameter space in the left panel where blazars contribute 100% of both the measured
IGRB anisotropy and intensity.

FIG. 4 (color online). Cumulative contribution of blazars in
linear (top) and log (bottom) scale to the IGRB anisotropy
(dashed) and intensity (solid) for the Fermi best-fit logN-logS
(E > 100 MeV) as a function of source intensity.
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Figure 4. The angular power CP(E) for MAGN (red long-dashed points), LISP (blue short-
dashed) and HSP BL Lacs (green dotted), FSRQs (yellow dot-dashed), and the total anisotropy
(violet solid) from all the radio-loud AGN is shown in two di↵erent units (CP(E) in the top panel
and E4CP(E)/(�E)2 in the bottom panel). The data measured in the four energy bins analyzed
by the Fermi-LAT Collaboration [2] are also shown (black solid points).

and BL Lacs from [5]) compared with the case of FSRQs from [4] and BL Lacs from [6]

and with the observed anisotropy. The model of [6] yields a larger anisotropy than the

model of [5] in all energy bands, although still compatible with the measured Fermi-LAT
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Anisotropy�Constraints�on�Dark�Matter�Parameters

• Angular�power�spectra�of�CGB�is�a�powerful�
tool�to�constrain�the�DM�properties� 
(e.g.�Ando�&�Komatsu�’06,�’13).�

• Cross-correlation�between�cosmic�shear�
and�CGB�will�be�a�new�powerful�tool� 
(e.g.�Camera+’13,�Shirasaki+’14).

subhalo mass function, spatial distribution, and mass-
concentration relation [cvirðMÞ] are adopted from recent
numerical simulations of the Galactic halo, Aquarius [55].
More details on how to apply these models to gamma-ray
computations are described in Ref. [20].

The intensity angular power spectrum is

Csh
‘ ¼ 1

16!2

Z
dL

Z ds

s2
L2 dnshðL; sÞ

dL

!!!!!!!!~ush

"
‘

s
;M

#!!!!!!!!
2
;

(23)

where ~ushðk;MÞ is the Fourier transform of the density-
squared profile of the subhalo distribution, which is given
by Eq. (13) if the density distribution of subhalos follows
a NFW profile. Note that Eq. (23) only includes a
‘‘one-subhalo’’ term, where one correlates two points in
one identical subhalo. There is, however, the two-subhalo
term that correlates two points in two distinct subhalos, but
this term is much smaller than the one-subhalo term at
small angular scales [20].

Figure 15 shows the predicted angular power spectra
from Galactic subhalos and extragalactic halos (but not
including the cross correlation). We have used the canoni-
cal model of the Galactic subhalos given in Ref. [55],
which has the mass resolution of about 4$ 104M%. We
have extrapolated their result down to the Earth-mass scale
(model A1 of Ref. [20]). The intensity power spectrum is
about the same for both the extragalactic and Galactic
components, with the latter slightly larger in the angular
scales constrained by Fermi-LAT.

In Fig. 16, we show the limits on h"vi from the Fermi-
LAT data, taking into account both the extragalactic and

Galactic terms. As expected, the limits from either alone
are similar, and the combined limits improve by a factor
of 2. In particular, for low-mass dark matter particles,
the combined limits are only a factor of 3 larger than the
canonical cross section. The limits are weaker for larger
masses.
While our limits are not yet as stringent as those

obtained from analyses of dwarf galaxies [56,57] or
galaxy clusters [46,58], where the canonical cross sec-
tion is already excluded for low-mass (&10 GeV) dark
matter particles, they are not so far away (i.e., only a
factor of 3 to 4 worse). Also, our limits are derived in a
completely different way: they are based on the diffuse
emission rather than on individual objects, and they are
based on anisotropy rather than on the mean intensity. It
is certainly encouraging that the first limits using the
DGRB anisotropy are already not so far away from the
best limits.

V. CONCLUSIONS

In this paper, we have used the angular power spectrum
of DGRB recently detected in the 22-month data of Fermi-
LAT [27] to place limits on the annihilation cross section of
dark matter particles as a function of dark matter masses.
As dark matter annihilation occurs in all cosmological
halos and subhalos, our model includes all the contributing
terms in the extragalactic halos, the Galactic subhalos, and
the cross correlation between dark matter annihilation and
blazars. The smooth Galactic component is predicted to be

FIG. 15 (color online). Predicted angular power spectra of the
DGRB in 5–10 GeV from dark matter annihilation in extraga-
lactic halos (dotted), Galactic subhalos (dashed), and the sum of
the two (solid).

FIG. 16 (color online). The same as Fig. 11, but for the limits
obtained from the Galactic subhalos (dashed), extragalactic
halos (dot-dashed), and the sum of the two (solid). The
dot-dashed line is the same as the solid line in Fig. 11. The
dotted lines show the Galactic subhalo limits from each of
four energy bins.

SHIN’ICHIRO ANDO AND EIICHIRO KOMATSU PHYSICAL REVIEW D 87, 123539 (2013)

123539-10

FIG. 4. The 68 % confidence level upper limits on 〈σv〉 as a function of DM mass. The red shaded

region shows the upper bound for the τ+τ− channel and the green region is for the bb̄ channel.

Note that the widths of the shaded regions indicate the model uncertainty. For each shaded region,

the upper curve is derived by our benchmark model with Mmin = 106M" and the lower curve is

obtained from the model with Mmin = 10−6
M".

case with Mmin = 10−6M" and on the conservative case with Mmin = 106M".

Figure 4 shows the result of our likelihood analysis on the DM parameter space mdm

and 〈σv〉. We plot the constraints for two representative particle physics model, the τ+τ−

channel and the bb̄ channel. We also show the results for the two choices of Mmin. The

constraint for the small Mmin is significantly stronger, as is expected. The annihilation

cross-section is more severely constrained for the τ+τ− channel because of its harder gamma-

ray spectra that contribute photons at higher energies than for the bb̄ channel of the same

DM mass. For reference, the horizontal dashed line indicates the canonical cross section of

〈σv〉 = 3× 10−26 cm3 s−1 for a thermally produced DM.

A. Future forecast

Future weak lensing surveys are aimed at measuring cosmic shear over a wide area of more

than a thousand square degrees. Such observational programs include the Subaru Hyper

Suprime-Cam (HSC) 1, the Dark Energy Survey (DES) 2, and the Large Synoptic Survey

19
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Anisotropy�of�the�MeV�Background
Can�be�achieved�by�coming�balloon�missions

• FSRQs�are�bright�but�rare�

➡High� �

• Seyferts�are�faint�but�
numerous�

➡Low� �

• Future�missions�can�unveil�
the�MeV�background�
through�anisotropy.
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More�topics�in�cosmic�evolution�studies

• Connection�to�Neutrinos�&�Cosmic-ray�backgrounds�

• Evolution�of�blazars�

• Redshift�measurements�of�BL�Lacs�

• TeV�background�radiation

The Astrophysical Journal, 780:73 (24pp), 2014 January 1 Ajello et al.
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Figure 6. Luminosity density as a function of redshift produced by the Fermi BL Lac objects. The gray band represents the confidence region enclosing 68% of the
realizations of the best-fit LF to the Monte Carlo samples.
(A color version of this figure is available in the online journal.)

z
0 0.5 1 1.5 2 2.5

dN
/d

z

0

0.5

1

1.5

2

2.5

All redshift constraints - this work

BL Lacs in 2LAC with spectroscopic redshifts

BL Lacs in BZCAT with redshift

Figure 7. Redshift distribution of Fermi’s BL Lac derived using all constraints of Section 3.3 compared to spectroscopic redshift distributions of BL Lac objects in the
2LAC catalog (Ackermann et al. 2011) and the Roma blazar catalog (BZCAT; Massaro et al. 2009). The gray band encloses the 68% of all realizations of the redshift
distribution of the Monte Carlo samples.
(A color version of this figure is available in the online journal.)

PLEno−z in Table 2) changes fairly dramatically with respect to
the best-fit LDDE2 model. Indeed, instead of showing a change
in the evolution with source luminosity, it displays a very mild
positive evolution for all luminosity classes. This would lead
to a biased estimate of the evolution of BL Lac objects. We
thus believe that results based on BL Lac samples with scarce
redshift coverage are unreliable.

4.4. The Intrinsic Luminosity Function of BL Lac Objects

Beaming is known to alter the shape of the intrinsic LF (e.g.,
Urry & Shafer 1984; Urry & Padovani 1991). In this section we
correct for this effect, recovering the intrinsic LF of the Fermi BL
Lac objects and their Lorentz and Doppler factor distributions.
Here we adopt the formalism and symbols already used in Ajello
et al. (2012).

The observed 0.1–100 GeV luminosities L defined in the
present work are apparent isotropic luminosities (expressed
in erg s−1). Since the jet material is moving at relativistic speed,
the observed Doppler-boosted luminosities are related to the
intrinsic values by

L = δpL, (23)

where L is the intrinsic (unbeamed) luminosity and δ is the
kinematic Doppler factor

δ = (γ −
√

γ 2 − 1 cos θ )−1, (24)

where γ = (1 − β2)−1/2 is the Lorentz factor, β = v/c is the
velocity of the emitting plasma, and θ is the angle between the
line of sight and the jet axis. We will assume that our sources
have Lorentz factors γ in the range of γa ! γ ! γb: then the

11

Ajello+’14



• Origin of the cosmic MeV gamma-ray background is still under 
debate.


• Seyferts?


• But, no MeV emission is confirmed.


• FSRQs?


• But, evolution is inconsistent with GeV data.


• Anisotropy of the cosmic gamma-ray background is a powerful tool.


• Fermi has measured the Poisson term.


• >1 populations are required for the GeV background.

Day 2 Summary

10-1

100

101

102

100 101 102 103 104

E2  d
N

/d
E 

[k
eV

2  c
m

-2
 s-1

 k
eV

-1
 sr

-1
]

Photon Energy [keV]

Seyfert (Ueda+’03)
Compton-thick AGN (Ueda+’03)

ITU08 Seyfert (Inoue+’08)
FSRQ (Ajello+’09)

BL Lac (Ajello+’09)

θ



Cosmological�Aspects�of� 
High�Energy�Astrophysics�

~�Day�3�~
Yoshiyuki�Inoue

NTHU�Astronomy�Winter�School�@�Online,�2021-01-18-22



Lecture�Schedule
Be�careful!�It�may�change!

• Day�1:�

• Cosmological�Evolution�of�Gamma-ray�
Emitting�Objects�

• Cosmic�GeV�Gamma-ray�Background�
Radiation�Spectrum�

• Day�2:�

• Cosmic�MeV�Gamma-ray�Background�
Radiation�Spectrum�

• Cosmic�Gamma-ray�Background�
Radiation�Anisotropy�

• Day�3:�

• Gamma-ray�Propagation�in�the�
Universe�

• Probing�Extragalactic�Background�
Light�with�Gamma-ray�Observations�

• Day�4:�

• Intergalactic�Magnetic�Field�and�Gamma-
ray�Observations�

• Cosmic�Expansion�and�Gamma-ray�
Horizon�(if�possible)



Gamma-ray�Propagation� 
in�the�Universe



Gamma-ray�attenuation
Pair�creation�process:� �γ + γ → e+ + e−

where cjdt=dzj is given by (e.g. [185]):

c
dt
dz

!!!!

!!!! ¼
RH

ð1þ zÞEðzÞ
; RH %

c
H0

ð3Þ

EðzÞ % XRð1þ zÞ4 þXmð1þ zÞ3 þXkð1þ zÞ2 þXK

h i1=2

¼ ð1þ zÞ2ðXmzþ 1Þ & zð2þ zÞXK

h i1=2

¼ Xmð1þ zÞ3 þXK

h i1=2
ð4Þ

H0 is the Hubble constant, and XR Xm;Xk and XK are the dimension-
less density parameters of the radiation, matter, the curvature, and
the cosmological constant K, obeying the relation: XR þXm þXkþ
XK ¼ 1. The second expression for EðzÞ is for a matter dominated
(XR ' 1) universe, and the third is for one that is matter dominated
and flat (Xk ¼ 0). In the concordance cosmology model:
H0 ¼ 70 km s&1 Mpc&1; Xm ¼ 0:27, and XK ¼ 0:73 [128].

2.2. Gamma-ray attenuation by pair production

The interaction between two photons with energies Ec and !b,
will lead to the creation of a particle anti-particle pair when the to-
tal c-ray energy in the center of momentum of the system exceeds
the rest frame energy of the two particles. The threshold for the
creation of an eþ þ e& pair is given by:

!thðEc;l; zÞ ¼
2 ðme c2Þ2

Ec ð1& lÞ ð5Þ

where l % cos h, and h is the angle between the two photons, as
illustrated in Fig. 1.

The cross-section for the c–c interaction is given by:

rccðEc; !;l; zÞ ¼
3rT

16
ð1& b2Þ 2b ðb2 & 2Þ þ ð3& b4Þ ln

1þ bÞ
ð1& bÞ

" #$ %
ð6Þ

where

b %

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1& !th

!

" #s

ð7Þ

Fig. 2 (left panel) depicts the cross section as a function of b. The
cross section peaks at a value of b ¼ 0:70, providing a relation be-
tween the energies Ec and ! (or wavelength k) at the peak, given
by:

EcðTeVÞ ¼ 1:07
!ðeVÞ ð1& lÞ ¼

0:86kðlmÞ
ð1& lÞ ð8Þ

The right panel of the figure depicts the cross section as a function
of b % 2ðmc2Þ2=Ec! for different values of the angle h. When the pho-
tons are moving in the same direction (h ¼ 0), the cross section col-
lapses to a delta-function at b ¼ 0, and the energy threshold
becomes infinite.

2.3. The attenuation of c-rays from cosmological sources

En route to Earth, c-rays from cosmological sources have to pass
through the radiation field of the EBL, resulting in their attenuation

by pair producing interactions. The optical depth of a c-ray photon
at an observed energy Ec, emitted by a source at redshift z due to
this process is given by:

sccðEc; zÞ ¼
Z z

0
dz0

d‘
dz0

Z 1

&1
dl1& l

2

Z 1

!0
th

d!n!ð!; z0Þð1þ z0Þ3 rccðb0; z0Þ ð9Þ

where n!ð!; zÞ % dnð!; zÞ=d! is the specific comoving number density
(cm&3 eV&1) of background photons with energy ! at redshift z, and
the ð1þ zÞ3 term represents its conversion to a proper number den-
sity. The pair-production threshold energy is !0th ¼ 2ðmec2Þ2=
Ecð1& lÞð1þ zÞ, where the ð1þ zÞ factor takes into account that
the observed c-ray photon had a higher energy at the redshift of
the interaction. The parameter b0 ¼ ð1& !0th=!Þ

1=2, and
d‘=dz ¼ cjdt=dzj, where ‘ is the proper distance.

Calculating the EBL opacity to c-rays from cosmological distant
sources requires knowledge of the evolution of the comoving spe-
cific photon number density n!ð!; zÞ as a function of redshift. The
specific number density of photons with energy ! at redshift z is re-
lated to the specific EBL intensity at a given redshift z by:

!2 n!ð!; zÞ ¼
4p
c

m Imðm; zÞ ¼ 2:62( 10&4 m Imðm; zÞ ð10Þ

where ! ¼ hm, Imðm; zÞ is given by Eq. (2), and the coefficient in the
second line was calculated for ! in eV, n! in cm&3 eV&1, and m Im in
nW m&2 sr&1.

Finally, we point out that the c–c cross section is wide, so that
in calculating the c-ray opacity, strong variations in the EBL spec-
trum are smoothed out over a wide range of c-ray energies. The
EBL intensity at a given wavelength is therefore effecting scc over
a wide range of c-ray energies around the peak given by Eq. (8).

2.4. A simple example: an EBL given by a diluted blackbody spectrum

Of particular interest is the behavior of scc for a background
radiation field that is represented by a diluted blackbody. Fig. 3
(upper left panel) depicts a local EBL characterized by a Planck
function, normalized to an intensity of 10 nW m&2 sr&1 at 1 lm.
The upper right panel of the figure depicts the photon number den-
sity. The bottom left panel shows the c-ray opacity at redshift
z ¼ 0:2, assuming a non-evolving EBL, and the right panel shows
the source attenuation as a function of c-ray energies. Also shown
in the figure are the energy regimes in which substantial changes
in the slope of the opacity occur (dashed lines).

The rapid rise in the EBL spectrum between 0.5 and 1 lm re-
sults in a rise of the c-ray opacity, and the onset of substantial
source attenuation in the 10–500 GeV energy region. This sudden
increase in the GeV attenuation creates a break, CGeV , in the spec-
trum, defined as the difference in power law index between the
unattenuated and the attenuated region of the spectrum (see
Fig. 5 in this paper). At higher c-ray energies, the spectrum of a bla-
zar characterized by an intrinsic power law will exhibit a second
spectral break around )1 TeV. For an evolving EBL, the magnitude
and location of this spectral break are expected to evolve with red-
shift. The substantial decrease in the attenuation at a few TeV is a
consequence of the particular choice of the EBL spectrum, which
decreases rapidly at wavelengths beyond )2 lm.

2.5. A more realistic example: an EBL that includes dust emission

Fig. 4 depicts a more realistic presentation of the current EBL
spectrum (left panel) and the c-ray opacity for different redshifts
(right panel), taken from model calculations of [99]. At wave-
lengths shortwards of )5 lm the spectrum represents the stellar
and AGN contributions to the EBL. At longer wavelengths the spec-
trum represents the AGN and starlight energy that was absorbed
and reradiated by the dust. The right panel shows the energy

θ

γ

γ

e

e+

Fig. 1. Schematic illustration of the c–c pair production reaction, showing the
definition of the angle h between the interacting photons.
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Gamma-ray�attenuation�during�the�propagation
γ≳100 GeV + γEBL → e+ + e−

• Extragalactic�Background�(EBL)��

• Integration�history�of�cosmic�
star�formation�activity.
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Extragalactic�Background�Light�(EBL)
Integrated�Emission�from�Galaxies�in�the�entire�cosmic�history
12 Saldana-Lopez et al.
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Figure 9. The local (I = 0) spectral energy distribution of the EBL (black solid line, 1f model uncertainties is enclosed within the blue shaded area). The
green dotted and brown dashed-dotted lines are the semianalytical and phenomenological models of Gilmore et al. (2012) and Finke et al. (2010), while the
dashed blue and pink lines corresponds to the Domínguez et al. (2011a) and Helgason & Kashlinsky (2012) empirical curves, respectively. The yellow band
spans over the 1f limits for the local EBL determination of Desai et al. (2019), from blazars’ gamma-ray attenuation spectra. Finally, the red filled points come
from galaxy number counts in Driver et al. (2016b). Open symbols constitute a compilation of diverse direct measurements from the literature (see text).

Figure 10. Comparison between di�erent EBL models and measurements of the Cosmic Optical (COB, 0.1-8 `m) and Infrared Backgrounds (CIB, 8-1000 `m)
at I = 0 (similar to Driver et al. 2016b). The results from This Work are shown in black, while in brown, blue, green and yellow are the results from Finke et al.
(2010), Domínguez et al. (2011a), Gilmore et al. (2012) and Domínguez et al. (2019) models, respectively. The results from Madau & Pozzetti (2000), Dole
et al. (2006), Béthermin & Dole (2011) and Driver et al. (2016b) galaxy number counts are chronologically plotted in light-blue, purple, grey and red. We also
show the measured CIB if only combined MIPS+Herschel detections are included in our work, as discussed in the text. Uncertainties have been included only
when available in the literature.

Mortlock et al. (2016) and Andrews et al. (2017). Our NIR inten-
sities are systematically above the values given by Pozzetti et al.
(2003) and Cirasuolo et al. (2010) at all redshifts. The reason is that
these studies are shallower in fluxes than ours.

An observable directly related with the CSFR density is the
TIR luminosity density. Our 9) �' is shown in Figure 8 over 0 

I < 6, as well as the estimations from Pérez-González et al. (2005),
Rodighiero et al. (2010), and Burgarella et al. (2013, PEP/HerMES

2013). Note that the agreement between the di�erent measurements
is good at all redshifts.

Finally, the cosmic star-formation history (CSFH) can be com-
puted following Equation 3, using the NUV and TIR luminosities.
Our CSFH between 0  I < 6 is shown in Figure 8 in compari-
son with the Madau & Dickinson (2014), Rodríguez-Puebla et al.
(2017), Abdollahi et al. (2018) and Behroozi et al. (2019) results
(all results have been converted to a Chabrier IMF when needed).
We stress that our result is in agreement within errors up to I ⇠ 6

MNRAS 000, 1–17 (2020)
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Counting�Galaxies
Lower�bounds�on�the�EBL

• Current�telescopes�
already�resolve�faint�
galaxies.�

• Galaxy�contribution�is�
observationally�well�
understood.

Credit:NASA,�ESA,�H.�Teplitz�and�M.�Rafelski�(IPAC/
Caltech),�A.�Koekemoer�(STScI),�R.�Windhorst�(Arizona�

State�University),�and�Z.�Levay�(STScI)

No. 2, 2001 TOTANI ET AL. L139

Fig. 2.—Same as Fig. 1, but for the K band. The filled circles are the raw
SDF counts in isophotal magnitude, while the circled dots are the counts in
total magnitude, which are corrected for incompleteness assuming point
sources (Maihara et al. 2001). The dashed line is the prediction by model B
(see text) for which the selection effects under the observational conditions
of the SDF are taken into account, fitting to the raw counts. The solid line is
the same prediction, but the selection effects are not included. The two dotted
lines are the prediction by model A, which is used in Fig. 1, with and without
the selection effects. The other data are from McLeod, Bernstein, & Rieke
1995 (McL95), Djorgovski et al. 1995 (Djo95), Huang et al. 1997 (Hua97),
Minezaki et al. 1998 (Min98), Mobasher, Ellis, & Sharples 1986 (Mob86),
Glazebrook et al. 1994 (Glz94), Gardner, Cowie, & Wainscoat 1993 (Gdr93),
Gardner et al. 1996 (Gdr96), Bershady, Lowenthal, & Koo 1998 (Ber98), and
Moustakas et al. 1997 (Mst97).

the solid lines over the dashed lines gives an estimate of the
contribution by the missing galaxies to the EBL.
Figure 2 shows the contribution to EBL in the K band, in-

cluding the latest data of the SDF. In Figure 1 we have used
model A with the number evolution of , but we foundh p 1
that this model seriously overpredicts the K counts, as shown
by dotted lines in this figure. Rather, the K-band counts can be
fitted better by the pure luminosity evolution model with no
number evolution ( ), when the same cosmological modelh p 0
as in the HDF is used (see Totani et al. 2001 for details). The
dashed line is this model with the selection effects, fitting well
the observed isophotal raw counts of the SDF (filled circles).
The solid line is the prediction as a function of total magnitudes
without any selection effects. For comparison, the SDF counts
corrected for incompleteness assuming that all objects are point
sources (Maihara et al. 2001) are also shown by the circled
dots as a function of total magnitudes. Here we assumed

.′K p K ! 0.1
This discrepancy between optical and NIR counts is probably

coming from the limitation of the model assuming the same
number evolution for all galaxy types. In the K band, elliptical
or early-type galaxies are more dominant in number compared
with the optical bands. Therefore, this result may be understood
if there is no or weaker number evolution for elliptical galaxies
than that for other types. In addition, the giant and dwarf el-
liptical galaxies have been treated as distinct populations in
Figure 2, because this method fits to the faintest K counts even
better (see Totani et al. 2001 for the details). We refer to this
model as model B hereafter. We will use both models in es-
timating the EBL to see the model dependence of our cal-
culation.
Now the contribution to EBL from galaxies missed in the

HDF and SDF can be estimated. We estimate the true galaxy
counts by using the observed galaxy counts and models as
follows:

N (m){[N (m)]/[N (m)]} (m ! m ),obs m1 m2 limN (m) ptrue {N (m ){[N (m)]/[N (m )]} (m 1 m ),obs lim m1 m2 lim lim

(1)

where is the faint limit of observed magnitude, is them Nlim obs
observed counts, and and are the model counts withoutN Nm1 m2
and with the selection effects, respectively. The estimate of
EBL is simply given by the integration of . The ratio ofNtrue
the raw count integration to the true EBL from galactic light,
which we call a resolution fraction, is shown in Table 1, for
both models A and B. The dependence on the two models is
not significant. An overall trend is that the resolution fraction
becomes greater with increasing wavelength, because the evo-
lutionary effect of galaxies becomes less significant. Therefore,
the best evidence that the bulk of EBL from galactic light has
been resolved into discrete galaxies is given by the J and K
counts of SDF; more than 80%–90% of the NIR galactic light
in the universe has been resolved.

4. CHECKING RELIABILITY OF OUR RESULTS

It should be noted that our estimate of the EBL flux from
galaxies is essentially based on the observed counts, and the
uncertainty concerning the model used here is relevant only to
the contribution from missed galaxies. Given that this contri-
bution of our best guess is not large compared with that from
resolved counts, it is unlikely that the model uncertainty dras-

tically changes the estimate of total EBL flux from normal
galaxies.
To demonstrate the reliability of our analysis, we show a

comparison of the observed isophotal size of galaxies with that
predicted by the model used here, in Figure 3, and this is a
crucial check to see whether we have successfully modeled the
systematic selection effects. In the above models we have as-
sumed that the galaxy sizes do not evolve intrinsically with
time except in the case of mergers. Figure 3 shows that this
no-size-evolution model is in reasonable agreement with the
data, especially in the SDF. In order to check possible size
evolution, we have also calculated the model prediction with
a simple intrinsic size evolution (i.e., not caused by mergers)
as , with and 1, where is the effectivezr ∝ (1" z) z p !1 re e
radius of galaxies. The model is favored rather thanz p !1
the no-size-evolution model by the HDF galaxies, and hence
we also show the resolution fraction of this case in Table 1.
The resolution fraction becomes larger by the size evolution
with , because galaxies with smaller size are more eas-z p !1
ily detected when luminosity is fixed.
The discrepancy between HDF and SDF size distributions

is probably coming from dependence of size evolution on gal-
axy types. There is no evidence for number or size evolution
for elliptical galaxies, while later type galaxies seem to have
evolved in size and number to some extent. In either case, there
is no evidence that the size of high-z galaxies is intrinsically
larger than local galaxies ( ), and hence it is very unlikelyz 1 0

Figure 3. The contribution of each of the individual errors as a percentage of the eIGL measurement as a function of wavelength (as indicated). The black line shows
the total error, which is mostly dominated by cosmic variance in the optical, near-IR, and mid-IR bands but by random errors in the far-IR band.

Table 3
The Compendium of Galaxy Number-counts in 21 Bands Assembled from Various Sources and Contained in One FITS File

Facility Filter Mag. Bin N(m) Δ N(m) Seq. CV Reference
Name Name Center (mag) (0.5 mag−1 deg−2) (0.5 mag−1 deg−2) No. (%)

GALEX FUV 14.0 0.01331 0.00941 1 5 Wright et al. (2016)
GALEX FUV 14.5 0.01331 0.00941 1 5 Wright et al. (2016)
GALEX FUV 15.0 0.01996 0.01152 1 5 Wright et al. (2016)
Herschel SPIRE500 14.8586 4107.05 617.418 3 5 Béthermin et al. (2012)
Herschel SPIRE500 15.2244 4898.7 735.368 3 5 Béthermin et al. (2012)
Herschel SPIRE500 15.612 5556.47 1385.51 3 5 Béthermin et al. (2012)

Note. A sample of the first and last three lines of the data file is shown here. Columns 1 and 2 indicate the facility and filter from which the data are derived. Column 3
shows the magnitude bin center, Column 4 the number-counts within that bin, and Column 5 the error as provided. Column 6 refers to the data set number for that
filter, Column 7 the cosmic variance as shown in Table 1, and Column 8 the literature reference for the data.
(This table is available in its entirety in FITS format.)

Figure 4. Our measurement of the eIGL based on extrapolated number-counts in each band compared to literature measurements taken from Dwek & Krennrich
(2013). The black line depicts a phenomenological model from S. K. Andrews et al. (2016, in preparation). The blue data points are attempted direct measurements
that require accurate modeling of both the Milky Way and zodiacal light.
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Can�the�model�reproduce�the�galaxy�evolution?
Galaxy�Luminosity�Functions�&�Luminosity�Densities3194 R. C. Gilmore et al.

Figure 3. The luminosity density (integrated luminosity function of sources within a given redshift range) in our models versus redshift at 1500, 2800 Å, and
in the B, z and K bands (approximately 4500, 9130 Å and 2.2 µm, respectively). The final panel on the lower right shows the total amount of energy that is
absorbed and reradiated by dust at IR energies; units on the y-axis for this panel are solar luminosities per Mpc3. The solid black line is our WMAP5 prediction
with evolving dust, and the dotted line are prior results from our C!CDM model. Dash–dotted violet shows the predictions from our WMAP5 model using
fixed dust attenuation parameters. The long–short dashed red line is the prediction of D11. Observational data shown here are as follows. 1500 Å: blue squares
are from Dahlen et al. (2007), red stars are from Schiminovich et al. (2005), green stars are from Bouwens et al. (2007) and orange circles are from Reddy et al.
(2008). The solid purple circle is a local measurement with GALEX by Wyder et al. (2005). 2800 Å: blue squares and the purple circle are again from Dahlen
et al. (2007) and Wyder et al. (2005), respectively. Red stars are from Gabasch et al. (2006). B band: blue squares are from Dahlen et al. (2005). DEEP and
COMBO-17 data from Faber et al. (2007) are shown as red stars and open red squares, respectively (these are very similar). This Combo-17 data is an update
to that originally presented in Wolf et al. (2003), and we show the original points as green stars. The work of Marchesini et al. (2007) is shown as open purple
hexes. z band: local measurements are provided by Montero-Dorta & Prada (2009) (red) and Blanton et al. (2003) (green). Blue squares are from Gabasch
et al. (2006). K band: the local determination is from Kochanek et al. (2001). High-redshift data are from Barro et al. (2009) (blue squares) and Arnouts et al.
(2007) (open red circles). Total IR luminosity: observational estimates of the IR emissivity are from Caputi et al. (2007) (open blue pentagons), Reddy et al.
(2008) (green circles), Rodighiero et al. (2010) (purple stars) and Le Floc’h et al. (2005) (red crosses).

not affected by any further interactions except for cosmological
redshifting. This is an acceptable approximation for photons at en-
ergies below the Rydberg energy of 13.61 eV. Photons above this
energy are strongly attenuated by neutral hydrogen when leaving
their galaxy of origin. At higher energies, photons are also capable
of interacting with residual neutral hydrogen and, if sufficiently en-
ergetic, neutral and singly ionized helium in the IGM. The effect
of these processes on the ionizing EBL is the topic of our previous
work in Gilmore et al. (2009). The total flux of the integrated EBL
as well as the contributions from the optical–near-IR and far-IR
peaks and the mid-IR valley for each model are shown in Table 1.

3.1.3 Evolution of the background flux

A correct determination of gamma-ray opacity at distances beyond
the very nearby universe, z > 0.05, requires accounting for the
redshift-dependent evolution of the background at all wavelengths.
The sharply increasing SFR density from z = 0 back to z ∼ 2,
combined with the (z + 1)4 evolution of proper flux in redshift means
that the background was considerably more powerful in the recent
past, a fact that can only be neglected in gamma-ray attenuation
calculations for the closest extragalactic sources. With observations
of VHE extragalactic sources now stretching out to redshifts of over

C© 2012 The Authors, MNRAS 422, 3189–3207
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Can�the�model�reproduce�the�galaxy�evolution?
Cosmic�Star�Formation�History

• Semi-analytical�galaxy�
formation�model�can�
reproduce�various�
observables.�

• Because�parameters�are�
determined�to�reproduce�
various�observables.
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Fig. 18. The cosmic SFR density as a function of redshift. The red and
blue solid lines represent the predictions by model with the N-body data of
ν2GC-H1 (red) and ν2GC-H2 (blue), respectively. The parameters related
to baryon physics are the same in these models. We also show the obser-
vational data estimated by dust continuum (Pascale et al. 2009; Rodighiero
et al. 2010; Karim et al. 2011) and UV continuum (Ouchi et al. 2004;
Cucciati et al. 2012; Bouwens et al. 2014). The data of Hopkins (2004) are
the compilation of various observations. All the data points are corrected for
dust extinction, by the methods adopted in individual references. The data
points of Bouwens et al. (2014) are obtained by integrating LF down to the
MAB(1500 Å)< -17.0, while the other observations and our model includes
the contribution from all galaxies. The SFR of model galaxies are converted
into those with Salpeter IMF from those Chabrier IMF, by multiplying a factor
of 1.8.

the model and observation is partly due to a contribution from
AGNs, which is included in the observational data while not
included in the model.

6.3 Redshift evolution of K-band luminosity function
Figure 21 shows the redshift evolution of rest-frame K-band
LF. The observational data are obtained by Cirasuolo et al.
(2010). The model well reproduces the bright-end of LFs even
at z = 2.0, which was not able to reproduce in our previous
model. In new model, formation of massive galaxies are sup-
pressed by AGN feedback only at low-redshift, and therefore
the model can reproduce the bright-end LFs of local and high-
z galaxies at the same time. On the other hand, the model
overestimates the abundance of dwarf galaxies over all redshift
range. This discrepancy might suggest that SN feedback should
be more efficient at high-z. However, there still remains some
uncertainties in the observation. For example, cosmic variance,
systematic error in k-correction, and incompleteness of the sur-
vey due to a surface brightness limit will affect the measurement
of the faint-end slope of high-z K-band LFs.

7 Summary
In this paper we present a new cosmological galaxy formation
model, ν2GC, as an updated version of our previous model,
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Fig. 19. The redshift evolution of luminosity density at 1500 Å. The filled cir-
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and obtained by Bouwens et al. (2014), respectively. The model prediction is
shown by solid black line. For the purpose of comparison, we also show the
model without dust extinction (dotted line). Those model predictions include
a contribution from all galaxies. The data points of Bouwens et al. (2014)
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Spectral�energy�distribution�of�Galaxies
Stellar�population�synthesis�model�(Bruzual�&�Charlot�+’03;�Schaerer’03,,,)
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Extragalactic�Background�Light�Spectrum
From�Semi-analytical�model • Semi-analytical�model�can�

reproduce�the�EBL�data.�

• Consistent�with�galaxy�counts.
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Figure 1. Cosmic star formation history. The solid curve shows the total in the baseline Mitaka model, while the dashed, dotted, dot-dashed, and double-dot-dashed
curves show the fractional contributions from stars with metallicity Z/Z! < 5 × 10−3, 5 × 10−3 ! Z/Z! < 2 × 10−2, 2 × 10−2 ! Z/Z! < 1, and Z/Z! " 1,
respectively. We also plot the observational data compiled by Hopkins (2004), that deduced from LBGs (Ouchi et al. 2004; Bouwens et al. 2007, 2008; Mannucci et al.
2007; Verma et al. 2007), and that inferred from GRBs (Yüksel et al. 2008; Kistler et al. 2009). For the LBG sample, limiting luminosities adopted by each author are
indicated in the corresponding legend in terms of the characteristic luminosity L∗ of the LF.
(A color version of this figure is available in the online journal.)

et al. 2007, 2010). As regards Pop-III stars, in view of the
presently large theoretical uncertainties on their formation ef-
ficiency, metal production, conditions for transition to Pop-II
star formation, etc., we choose not to fully incorporate them
into our semi-analytical scheme. Instead, their formation his-
tory is characterized in a simple, parameterized way, which we
constrain by modeling the cosmic reionization process and com-
paring with available observations, particularly the Thomson
scattering optical depth measured by the Wilkinson Microwave
Anisotropy Probe (WMAP).

We introduce our semi-analytical model in Section 2. Cos-
mic reionization is modeled and compared with observations
in Section 3. Section 4 presents the results of our EBL mod-
els. The consequent gamma-ray opacity and comparison with
current gamma-ray observations are described in Section 5. We
conclude in Section 6. Throughout this paper, we adopt the stan-
dard cosmological parameters of (h, ΩM, ΩΛ) = (0.7, 0.3, 0.7),
and a Salpeter initial mass function (IMF; Salpeter 1955) within
a mass range of 0.1–60 M!.

2. SEMI-ANALYTICAL GALAXY FORMATION MODEL

In the framework of the Mitaka semi-analytical model of
galaxy formation, we follow the merger history of dark matter
halos and the evolution of baryonic components. The evolution
of the baryons within halos is modeled with physically mo-
tivated, phenomenological prescriptions for radiative cooling,
star formation, supernova feedback, chemical enrichment, and
galaxy merging. We can compute a variety of physical and obser-
vational quantities for individual galaxies as well as the global
average over the universe at any redshift, such as the CSFH, and
LFs and dust content of galaxies. A mock catalog of galaxies can
be generated that can be compared with different observations.
More details of the Mitaka model are described in Nagashima
& Yoshii (2004), Kobayashi et al. (2007), and Kobayashi et al.
(2010). Several free parameters in the prescriptions for baryons

are fixed so that they fit a number of observed properties of local
galaxies, such as their B-band and K-band LFs, neutral gas frac-
tion, and gas mass-to-luminosity ratio as a function of B-band
luminosity (Nagashima & Yoshii 2004). For simplicity and con-
sistency, we keep these parameters unchanged throughout this
paper.

2.1. Cosmic Star Formation History

Figure 1 shows the CSFH expected in the Mitaka model over
z = 0–18 in different ranges of metallicity. Pop-III stars are ex-
pected to form from gas with metallicity below a critical value,
such that the gas can only cool rather inefficiently through ro-
tational transitions of molecular hydrogen, which leads to frag-
mentation into relatively massive protostellar clouds, and ulti-
mately the formation of very massive stars. Once the metallicity
exceeds this value, the gas can cool more efficiently via metal
emission lines, and a transition to the formation of less mas-
sive, Pop-II stars is thought to take place (e.g., Mackey et al.
2003; Bromm & Loeb 2003; Yoshida et al. 2004). However, the
exact value of this critical metallicity has been debated, rang-
ing from Z = 10−6 Z! = 10−7.7 (Schneider et al. 2006) to
Z = 10−2 Z! = 10−3.7 (Aykutalp & Spaans 2011).8 In this pa-
per, we consider stars with metallicity Z < 10−4 = 5×10−3 Z!
to correspond to Pop-III stars. We adopt a Salpeter IMF in the
mass range of 0.1–60 M! for all types of stars. Recent radiation-
hydrodynamics simulations of Pop-III star formation suggest
that their typical masses may be limited to !40 M! due to ra-
diative feedback effects (Hosokawa et al. 2011), which would
be in accord with our choice of the maximum mass for Pop-III
stars.

We also plot the data compiled by Hopkins (2004), Pascale
et al. (2009), Rodighiero et al. (2010), Karim et al. (2011),

8 We adopt Z! % 0.02 (Anders & Grevesse 1989; Grevesse & Sauval 1998),
although an updated value of Z! % 0.0134 has been given by Asplund et al.
(2009).
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Blazar
~50%�of�known�gamma-ray�objects

• Blazars�have�been�discussed�as�the�
origin�for�a�long�time. 
Padovani+’93;�Stecker+’93;�Salamon�&�Stecker�‘94;�Chiang�+�‘95;�Stecker�&�
Salamon�‘96;�Chiang�&�Mukherjee�‘98;�Mukherjee�&�Chiang�‘99;�Muecke�&�Pohl�‘00;�
Narumoto�&�Totani�‘06;�Giommi�+’06;�Dermer�‘07;�Pavlidou�&�Venters�‘08;�Kneiske�
&�Mannheim�‘08;�Bhattacharya�+’09;�YI�&�Totani�‘09;�Abdo+’10;�Stecker�&�Venters�
‘10;�Cavadini+’11,�Abazajian+’11,�Zeng+’12,�Ajello+’12,�Broderick+’12,�Singal+’12,�
Harding�&�Abazajian�’12,�Di�Mauro+’14,�Ajello+’14,Singal+’14,�Ajello,�YI,�+’15,,,,�

• Now,�it�turns�out�~50%.

Markus Ackermann  |  220th AAS meeting, Anchorage  |  06/11/2012  |  Page  

The origin of the EGB in the LAT energy range.
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Unresolved sources Diffuse processes
Blazars

Dominant class of LAT extra-
galactic sources. Many estima-
tes in literature.  EGB contribu-
tion ranging from 20% - 100% 

Non-blazar active galaxies
27 sources resolved in 2FGL 
~ 25% contribution of radio 
galaxies to EGB expected. 
(Inoue 2011)

Star-forming galaxies
Several galaxies outside the 
local group resolved by LAT. 
Significant contribution to EGB 
expected. (e.g. Pavlidou & Fields, 
2002)

GRBs
High-latitude pulsars

small contributions expected. 
(e.g. Dermer 2007, Siegal-Gaskins et al. 

2010) 

Intergalactic shocks
widely varying predictions of 
EGB contribution ranging from 
1% to 100% (e.g. Loeb & Waxman 
2000, Gabici & Blasi 2003)

Dark matter annihilation
Potential signal dependent on 
nature of DM, cross-section and 
structure of DM distribution 
(e.g. Ullio et al. 2002)

Interactions of UHE cosmic 
rays with the EBL

dependent on evolution of CR 
sources, predictions varying from 
1% to 100 % (e.g. Kalashev et al. 2009)

Extremely large galactic 
electron halo (Keshet et al. 2004)
  

CR interaction in small solar 
system bodys (Moskalenko & Porter 
2009)

264 G. Ghisellini et al.

Figure 9. Comparison between the new and the original blazar sequence for all blazars. Note that the original blazar sequence considered five radio luminosity
bins, while the new one considers bins in the γ -ray band.

density U ′
ext as measured in the comoving frame of the emitting jet

region, moving with a bulk Lorentz factor ". This is of the order:

U ′
ext ∼ "2 [UBLR + UT] , (5)

where the unprimed quantities are measured in the black hole frame.
UBLR and UT are the radiative energy densities due to the BLR and
the torus, respectively.

If the radius of the broad-line region (BLR), RBLR, scales
as RBLR ∼ 1017L

1/2
d,45 cm, we have (see e.g. Ghisellini &

Tavecchio 2009):

UBLR = aLd

4πR2
BLRc

∼ 1
12π

erg cm−3. (6)

where we have assumed a covering factor a = 0.1 for the broad-line
clouds.

A similar argument can be made for the relevant distance of the
molecular torus. We can assume that the absorbing dust survives
at a temperature TT < 103 K. We can also assume that the torus
re-emits all the disc radiation it intercepts. This is a fraction f of Ld,
that depends on the geometry of the torus itself. For simplicity, and
very crudely, let us assume that its shape is similar to a portion of
a sphere of radius RT that is also the distance from the black hole.
Assuming that f 4πR2

T is the total surface of the torus, we have

4πf R2
TσSBT 4

T = f Ld → RT ∼ 1.2 × 1018L
1/2
d,45T

−2
T,3 cm. (7)

Since RT ∝ L
1/2
d , also the energy density UT produced by the torus

is constant, as long as we are at a distance smaller than RT from the
black hole:

UT ∼ 0.07f

12π
erg cm−3. (8)

We can conclude that in the comoving frame, U ′
ext ∝ "2, therefore

it is nearly constant if the "-factor is approximately the same in
different sources. In this case the cooling rate is the same in FSRQs
of different power.

For BL Lacs, instead, the main radiation mechanism for the high-
energy hump is the synchrotron self-Compton process. It strongly
depends upon the synchrotron radiation energy density in the

Figure 10. Top panel: the SED of a few FSRQs (PKS 1352–104, z = 0.33;
PKS 1346–112, z = 0.34; S4 0110+49, z = 0.389 and 5BZQ 1153+4931,
z = 0.334) compared with the SED of 1ES 0502+675 (z = 0.34), a blue
BL Lac object. All blazars have the same Lγ (they belong to the same bin
45 < log(Lγ /erg s−1) < 46), but they have very different SEDs. The red
(for the FSRQs) and blue (for the BL Lac object) lines correspond to a
model (Ghisellini & Tavecchio 2009) that tries to explain the IR to GeV
emission, including the thermal components. The black hole mass found for
the FSRQs is around 108M' and the disc luminosity is Ld = 0.1LEdd. For
BL Lac, we assumed a black hole mass 109M' and Ld = 104LEdd. Bottom
panel: the same occurs also at smaller luminosities. In this figure, PMN
0017–0512 (z = 0.227, orange line) is an FSRQ with a visible accretion disc
component, while PMN 2014–0047 (z = 0.23, black solid line) is a BL Lac
object. FSRQs with black hole of low mass and disc luminosity Ld ∼ 0.1LEdd
have jets of relatively small luminosities, but have an SED looking alike the
most powerful blazars. On the contrary, BL Lacs with a large black hole
mass but with L(10−2LEdd may have the same Lγ but completely different
SEDs.

MNRAS 469, 255–266 (2017)
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Results 

•  EGB total intensity of 1.1×10-5 ph cm-2 s-1 sr-1 
•  Blazars contribute a grand-total of  (5-7)×10-6 ph cm-2 s-1 sr-1 

–  Resolved sources : ~4×10-6 ph cm-2 s-1 sr-1 
–  Unresolved blazars: ~(2-3)×10-6 ph cm-2 s-1 sr-1 (in agreement with Abdo+10) 

Preliminary Ajello,�YI+’15
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Figure 3. LF of the Fermi FSRQs in different bins of redshift, reconstructed using the Nobs/Nmdl method. The lines represent the best-fit LDDE model of Section 4.2.
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(A color version of this figure is available in the online journal.)
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Measuring�EBL
Can�we�measure�the�EBL?

• Zodiacal�light�(ZL)�is�a�
factor�of�100�higher�
than�EBL�intensity.�

• Diffuse�galactic�light,�
Starlight�makes�
comparable�intensity.
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Figure 1. Summary of the results of previous CIB measurements in the infrared and submillimeter wavelength ranges with from the following space missions:
COBE/DIRBE (diamonds; Hauser et al. 1998) as upper limits, COBE/FIRAS (shaded region in the submillimeter range; Fixsen et al. 1998), IRAS and ISO (thin
line with downward arrows at 60 and 90 µm and cross in 150–180 µm, respectively; Juvela et al. 2009), IRTS (shaded region in the near infrared; Matsumoto et al.
2005), and HST (open triangles in the near infrared; Thompson et al. 2007). For comparison, we also show various foreground emission components of the dark sky:
zodiacal light (ZL), zodiacal emission (ZE), starlight (SL; K > 9 mag), diffuse Galactic light (DGL), the Galactic cirrus (ISD), and the CMB. The integrated flux
from the galaxy counts, obtained by deep surveys from the ground in the near-infrared and submillimeter ranges and via space telescopes in the mid- and far-infrared
(ISO, Spitzer, and AKARI) (Totani et al. 2001; Kawara et al. 1998; Puget et al. 1999; Matsuhara et al. 2000; Kawara et al. 2004; Dole et al. 2004; Frayer et al. 2006a;
Matsuura et al. 2007; Shirahata et al. 2008), is indicated by the filled triangles connected with thin lines. Stacking the 24-µm galaxies for the Spitzer/MIPS map
(open triangles) and the BLAST map (open circles) results in good agreement with the predicted CIB level from a galaxy evolution model by Lagache et al. (2004)
(dotted line).

scattered by interstellar dust), Galactic cirrus emission (ther-
mal emission from interstellar dust), and the cosmic microwave
background (CMB). Note that at mid-infrared wavelengths it
is currently impossible to detect the CIB because the zodiacal
emission is too bright. In the near infrared and far infrared, the
foreground emission is relatively weak, and careful modeling
and subtraction of the foreground enable one to extract the CIB
from the measured sky brightness.

As seen in Figure 1, the CIB spectrum at wavelengths
longer than 200 µm has been well constrained with the FIRAS
instrument on COBE (Puget et al. 1996; Fixsen et al. 1998).
However, results of photometric measurements at wavelengths
shorter than 200 µm with the DIRBE instrument on COBE are
divergent in the mean levels of the CIB brightness, mainly
due to the strong and uncertain foreground contamination of
zodiacal emission, which dominates the brightness of the entire
sky, even though the Galactic foreground may be sufficiently
weak in low cirrus regions (Hauser et al. 1998; Lagache et al.
2000; Finkbeiner et al. 2000). Although the CIB brightness
was recently estimated using ISOPHOT data, independent of
COBE data, the 90-µm data gave only an upper limit, and
the measurement accuracy of the CIB brightness in the 150–
180-µm range was in fact worse than that of COBE (Juvela
et al. 2009). Figure 1 clearly shows a wavelength desert of
the CIB measurement at shorter far-infrared wavelengths, i.e.,
<200 µm. Hence, new measurements of the mean level of the
CIB are required in this region.

In the last decade, many observational efforts were made to
resolve the CIB into individual galaxies via far-infrared deep
surveys with infrared space telescopes such as ISO, Spitzer, and
AKARI (Kawara et al. 1998; Puget et al. 1999; Matsuhara et al.
2000; Kawara et al. 2004; Dole et al. 2004; Frayer et al. 2006a;
Matsuura et al. 2007; Shirahata et al. 2008), and consequently

the origin of the CIB became clear. As shown in Figure 1,
however, the detected galaxies account for only a small fraction
(∼10%) of the measured CIB brightness in the far infrared.
Frayer et al. (2006b) claimed that they resolved more than
half the model CIB at 70 µm into point sources in a single
deep survey toward the GOODS-N field. In the mid-infrared, a
lower limit of the CIB at 24 µm was derived from the integrated
number counts, and this is thought to account for ∼70% of the
model CIB at 24 µm (Papovich et al. 2004). Dole et al. (2006)
obtained lower limits for the CIB at 70 and 160 µm via a stacking
analysis of detected sources at 24 µm, finding that the mid-
infrared sources contribute ∼80% of the CIB in the far infrared,
as shown in Figure 1 by the dotted line. In the submillimeter
range, a similar stacking analysis of 24-µm galaxies against the
deep surveys at 250, 350, and 500 µm by the Balloon-borne
Large-Aperture Submillimeter Telescope (BLAST) experiment
revealed that the 24-µm sources produce almost the entire CIB
in the submillimeter range measured with FIRAS (Devlin et al.
2009; Marsden et al. 2009). Although these studies, using the
Spitzer 24-µm surveys, provided strong constraints on the mean
CIB level, the current limit of direct measurement of the CIB as
diffuse emission in the far-infrared range is still high enough to
allow the existence of new populations.

Measuring the spatial fluctuations (anisotropy) of the CIB
is a powerful method of investigating the unresolved galaxy
population below the detection limit and yields little con-
tamination from the foreground. The CIB fluctuation analysis
was pioneered for the COBE/DIRBE data (Kashlinsky et al.
1996a; 1996b). The angular power spectrum of the CIB fluc-
tuations is an important observation to trace the distribution of
star-forming galaxies with respect to the clustering bias in dark-
matter halos. The fluctuation measurement is especially effec-
tive at longer wavelengths, where direct measurement of the

2
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Zodiacal�Light
Scattered�solar�emission�by�dust

• interplanetary�dust�between�Jupiter�and�
Saturn�

• Distribute�around�the�plane�of�the�ecliptic�

• Brightest�foreground�for�the�EBL�measurement

黄道光

• 惑星間ダストにより散乱された太陽光　
（近赤外線） 

• 黄道光は空間分布を持つ→惑星間ダスト
は、黄道面に集中的に分布 

• 散乱により偏光する 

• 最も明るい前景放射（~60%をしめる）
→大きな統計誤差の要因　　　　　　　
→黄道光の理解が必要 

!

黄道面

Sun
Earth

Sun
Earth

惑星間ダスト

黄道面

dust

the plane of 
the ecliptic

Zodiacal 
light

http://spiff.rit.edu/classes/phys230/
lectures/ism_dust/ism_dust.html



Direct�Measurements�of�EBL
A�excess�in�NIR

• Pioneer�10/11�measurements�
are�consistent�with�the�galaxy�
count�lower�limit.�

• IRTS,�AKARI,�&�CIBER�see�the�
excess�in�NIR.�

• Origin?�

• Cosmological?�Nearby?

systematic uncertainty of the nominal EBL spectrum is
indicated by an error band. The nominal near-IR EBL surface
brightness is similar to or slightly lower than the DIRBE
(Cambrèsy et al. 2001; Sano et al. 2015, seereferences to other
previous works therein) and IRTS (Matsumoto et al. 2005,
2015) measurements derived using the Kelsall ZL model, but
higher than the DIRBE measurement derived using the Wright
ZL model (Wright 1998; Levenson et al. 2007). We find
a nominal EBL surface brightness of �

�42.7 10.6
11.9 nWm−2 sr−1

at 1.4 μm. This is out of theallowed range of the EBL of
15±5 nWm−2 sr−1 at 1.4 μm derived from HESS (High
Energy Spectroscopic System) gamma-ray absorption spectra
(H.E.S.S. Collaboration 2013). Our derived EBL spectrum,
which decreases toward visible wavelengths from a peak
around 1.5 μm, cannot be attributed solely to residual ZL
foreground because the spectrum of the EBL is redder than the
ZL component shown in Figure 10.

6.2. EBL with Wright ZL Model

We must evaluate our nominal result given the large
uncertainties of the ZL models. We also calculate the EBL
assuming the Wright ZL model with a “very strong no
zodi principle” (Wright 2001), and confirm thatthe EBL is

�
�7.0 12.6

13.1 nWm−2 sr−1 in an equivalent DIRBE band at 1.25 μm,
which is consistent with Levenson’s et al. EBL of 21.3±
15.1 nWm−2 sr−1 within the errors. However, the derived EBL
is negative for λ<1.0 μm and less than the IGL for
λ<1.3 μm. The EBL derived from the Wright model is

unphysical, it is also redder than the ZL spectrum. As
previously noted, the Wright model does not fit the observed
field difference data as well as the Kelsall model.

Figure 10. Template spectrum of ZL. The weighted mean of difference sky
spectra observed in the second, third, and fourth flights is indicated by the
circles, triangles, and diamonds, respectively. For differing the sky spectra, the
Vega and Bootes-B fields are not used from the second flight, the Lockman
Hole field is not used from the third flight, and the DGL field is not used from
the fourth flight. The third flight ZL template is shown here for a reference,
while the third flight data are not used for the EBL analysis as described in
Section 2.2. The error bars indicate the weighted standard deviation for the
difference spectra. The filled circles connected with adotted line denote the
mean spectrum for the all flights. A few percent differencein the ZL templates
among the flights exceeding the error bars could be due to systematic error in
the gain calibration. Our measured ZL spectrum is redder than solar spectrum
(thin line, http://rredc.nrel.gov/solar/spectra/am0), and the weak spectral
features from 0.9 to 1.4 μm causing the reddening are associated with silicates
as reported by first flight CIBER measurements (Tsumura et al. 2010). The
amplitude of the solar spectrum is scaled to the data at 1.6 μm.

Figure 11. Measured EBL spectrum. Our nominal EBL result with the combined
data from the two flights assuming the Kelsall ZL model (Kelsall et al. 1998, filled
circles) is compared with previous results by COBE (Levenson et al. 2007; Sano
et al. 2015, 2016, filled andopen squares), IRTS (Matsumoto et al. 2015,
horizontal bars), and AKARI (Tsumura et al. 2013c, open triangles) in the near-
infrared, and by Pioneer10/11 (Matsuoka et al. 2011, open diamonds), HST
(Bernstein 2007, crosses), and observations from the ground with the dark-cloud
method (Mattila et al. 2011, open circles) in the visible. Our error bars indicate the
total statistical error. The dotted lines are upper and lower bounds (68%
confidence) on our nominal result for the total systematic error including the
absolute calibration error, and the modeling error on ISL and DGL subtraction.
The thin solid curve gives the IGL derived from deep galaxy counts (Keenan
et al. 2010). The filled triangles (with statistical errors only) give our measured
EBL using the Wright ZL model (Wright 2001), which produces an unphysical
EBL below the IGL at λ < 1.3 μm. The thick solid line indicates a model-
independent lower limit (Minimum EBL) with statistical error bars, and the upper
and lower dotted lines are systematic error boundary (see the text). This limit is
derived by subtracting a scaled amplitude of ZL such that the derived EBL
matches the IGL at 0.8–1.0 μm, given by the thick dashed line. The hatched
region indicates the error boundary of the EBL derived from intergalactic
absorption of gamma-rays by HESS (H.E.S.S. Collaboration 2013).

Table 3
Summary of the EBL Results

Wavelength Nominal EBLa Minimum EBLa

(μm) (nWm−2 sr−1) (nWm−2 sr−1)

0.80 41.1±4.8 + 15.7/−15.3 L
0.83 30.6±4.4 + 15.8/−14.7 L
0.86 23.1±4.2 + 15.1/−14.4 L
0.90 29.6±3.2 + 14.1/−14.0 L
0.95 34.2±3.3 + 13.8/−13.7 L
1.00 31.2±3.5 + 13.4/−13.5 L
1.05 31.3±3.2 + 13.1/−12.9 7.9±3.8 + 1.5/−0.6
1.11 36.7±2.8 + 12.6/−12.6 15.4±3.4 + 1.1/−0.8
1.18 32.5±2.2 + 13.3/−12.2 12.9±3.2 + 4.0/−0.9
1.25 38.7±2.1 + 12.6/−11.6 20.1±3.1 + 3.9/−1.1
1.33 41.7±2.0 + 11.3/−10.9 24.3±2.8 + 2.7/−1.3
1.42 42.7±2.3 + 11.7/−10.3 28.7±3.0 + 4.1/−1.5
1.51 37.8±2.9 + 16.4/−10.1 23.8±3.5 + 9.9/−1.4
1.60 41.1±3.3 + 15.6/−9.3 27.1±3.8 + 10.0/−1.5
1.70 35.7±2.8 + 13.3/−8.4 24.8±3.0 + 7.2/−1.4

Note.
a Mean value±Statistical error + Systematic error(upper/lower).
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Is�the�NIR�excess�in�EBL�real?
Excess�also�in�the�angular�power�spectrum

• A�large�scale�fluctuation�in�the�NIR�sky� 
(Kashlinsky+’05,�’07,�’12,�Matsumoto+’11,�
Cooray+’12,�zemcov+’15).�

• Galaxies�can�not�explain�this�excess.�

• Intrahalo�stars�(Cooray+’12)?

Figure S8: Large angular scale structure in a field differenced third flight 1.1µm image.
The 1.1µm image for the field combination (NEP� ELAIS-N1) in flight third flight are shown.
The image has been smoothed with a Gaussian function with FWHM= 7.20 (corresponding to
` = 3000) to highlight large scale structure in the image.
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What�makes�the�NIR�excess�in�EBL?
First�Stars?�Intra-Halo�Stars?

• Lyman�alpha�photons�from�z~10�will�redshifted�to�~1�um.�

• But,�we�need�very�high�first�star�formation�rate�density.�

• Intra-Halo�Stars�

• Stars�stripped�from�host�galaxies�by�major�mergers.

such that we do not need to invoke a new population of point sources on
the sky to explain the observations.

While keeping the shot-noise level the same, the measurements can
be explained by any physical effect that boosts the two-halo term of the
halo model of galaxy clustering22. One possibility is to increase the halo
masses of the faint, dwarf galaxies so that their clustering amplitude is
increased with a corresponding increase in their large-scale bias factor22.

The required modification needed to explain the fluctuation data is,
however, ruled out by the measured number counts and the redshift
distribution7. Because intensity anisotropies are measured, another
option is to introduce a luminosity component to the dark-matter
haloes that remain unmasked when the hosted bright galactic disks
are masked as part of the analysis. Such a possibility exists in the
literature in the form of diffuse halo stars in the extended stellar profile
of galaxies out to distances of 100 kpc (ref. 23). In our anisotropy
measurements, we mask the faintest detected galaxies to 3–4 arcsec,
which removes the light from the bulges and disks of those galaxies. To
remove the diffuse light component, we would have to mask to a radius
greater than 10 arcsec around each galaxy. The surface density of
galaxies down to AB-magnitude mAB , 22 at 3.6mm is such that we
expect 2 to 3 galaxies within a circle of radius 10 arcsec. Thus masks
which successfully remove the diffuse component leave no pixels on
the map from which to measure the anisotropy power spectrum.

Existing studies discuss this extended emission in terms of the diffuse
intrahalo light (IHL)15, explained as originating in tidally stripped stars
produced during galaxy mergers and collisions. The fraction of stripped
stars is expected to be a function of the halo mass, with more massive
haloes containing a larger fraction of the diffuse halo emission13,14,24.
On galaxy cluster scales, the diffuse intracluster light25,26 is a significant
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Figure 1 | The angular power spectrum of the unresolved near-infrared
background. Shown is the total power spectrum ‘2C‘=2p of SDWFS at 3.6mm
(a) and 4.5mm (b) as a function of the multipole moment ‘. The corresponding
angular scale 2p=‘ is listed on the upper x axis in units of arcminutes. SDWFS
imaging data were taken on the same field at four separate epochs in January
2004, August 2007, February 2008 and March 2008. Each epoch of data, taken
over 7 to 10 days, includes 4,300–4,900 IRAC frames that were combined to
make mosaics using the self-calibration algorithm17. The total integration time
is 6 min per pixel. These individual frames were first visually inspected and
cleaned of artefacts such as asteroidal trails and hot pixels. Through cross-
correlations between sum and difference maps between epochs, we make
independent measurements of the sky signal and noise. The final power
spectrum (filled circles) is the average of the multi-epoch cross-correlation data
under the assumption that the instrumental noise is not correlated between
epochs. The two shaded regions show the expected contribution from z . 6
galaxies19 (blue) and low-redshift galaxies7 (yellow) based on two model
predictions in the literature. The lines shows a diffuse IHL model where we
show the signal in terms of the total (solid), one (dashed-dotted) and two
(dotted) halo terms. The dashed line is the best-fit shot-noise signal that
dominates the anisotropies at small angular scales. In a and b, the error bars are
1s uncertainties in the power spectrum. They are determined by propagating
the errors from the beam measurement into the power spectrum, while the
simulations, based out of noise measurements, were used to obtain
instrumental and sky variance. The quadratic sum of these errors and the map-
making transfer function uncertainty constitutes the final error estimate.

10 10 1011 1012 1013 1014 1015

f IH
L

M31

MW

Ref. 13

Ref. 14

Ref. 25

This study

109 1010

10–3

10–2

10–1

100

Halo mass (M/M!)

Figure 2 | The IHL fraction from diffuse stars as a function of the halo mass.
The dark and light blue shaded regions show the 95% and 68% range of
intrahalo light fraction fIHL relative to the total luminosity of the dark-matter
haloes as a function of the halo mass M from an analytical prediction14, valid for
fIHL . 4 3 1024 and M . 5 3 1010 M[ and at z 5 0. We show the case where
dark matter subhaloes on orbits passing within a critical radius of the host halo
centre contribute their light to the central galaxy rather than to the diffuse
component. We also show a prediction where fIHL is constant13, due to dwarf
galaxies that are completely destroyed, with a value of ,0.005 when
M = 5|1011 M8 (solid line fixed at fIHL 5 5 3 1023). The downward arrow
indicates the possibility that the constant fIHL value for low-mass haloes may be
smaller at higher redshifts. The red and orange hatched regions at the bottom of
the plot are the preferred 68% and 95% confidence level range, respectively, on
fIHL from our analysis of the SDWFS near-infrared anisotropy power spectrum.
The mass range is determined by the minimum and maximum halo masses
consistent with the halo model fit that includes the IHL component. Both the
mass and fIHL ranges are valid over the broad redshift interval from z 5 1 to 4
over which the anisotropy signal is generated. We do not find a significant halo
mass dependence on the IHL fraction, with the mass-dependent power-law
having a value of 0.09 6 0.01 between 109 and 1012 M8 (see Supplementary
Information section 9), consistent with the possibility that fIHL is mass
independent13 when M = 5|1011 M8. Our model requires the total
luminosity/halo-mass relation to evolve with redshift as (1 1 z)1.2 6 0.1. This
luminosity evolution with redshift can also be absorbed into the evolution of
fIHL(M) with redshift. For reference, we also show measurements (open
diamonds) and 1s errors of the intracluster light26, the galaxy group and cluster
analogue for IHL when Mw5|1013 M8. At halo masses around 1012 M8 we
show (red arrows) the 95% confidence level upper limit on fIHL estimated for
Milky Way29 and Andromeda (M31)30.
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spectra tend to produce more energy in Ly! and two-photon
emission than in stellar emission. In both cases, however, the
total radiative efficiency is about the same: "h#"i ! 10"3. This
is merely an approximate conservation of energy: initially all
the energy was generated by nuclear burning in stars. The gen-
erated energy is then radiated or reprocessed, but the sum should
be more or less the same as the input energy. (Of course, con-
servation cannot be exact because we have ignored other emis-
sion processes such as Balmer lines, helium or metal lines, etc.
If the H ii region expands, additional energy would be lost to
expansion.) This property makes the prediction of the near-
infrared background very robust, up to an unknown star for-
mation rate, $̇# , which is constrained by a comparison to the
observational data.

4. SPECTRUM OF THE NEAR-INFRARED BACKGROUND

4.1. Dependence on Metallicity and Initial Mass Spectrum

By integrating the volume emissivity over redshift, we obtain
the background intensity spectrum of the near infrared from early
stars (eq. [4]). To do this, however, one needs to specify the evo-
lution of the star formation rate over time, $̇#(z), which is un-
known. Therefore, for simplicity, we shall assume that the star
formation rate is constant over time, at least for the redshift range
of interest. In other words, we calculate the intensity spectrum
for a given ‘‘time-averaged’’ star formation rate. Figures 3 and
4 show "I"/$̇# for stars in three redshift ranges, z ¼ 7 15, 15–
30, and 7–30. These figures clearly show that the intensity at
1–2 %m is almost entirely determined by the contribution at
z ¼ 7 15. (Note that Ly! lines at z ¼ 7 15 are redshifted to

1–2%m.) Therefore, the spectrumof the near-infrared background
at 1–2 %m constrains the star formation rate at z ¼ 7 15!

Table 1 summarizes values of "I"/$̇# averaged over 1–2 %m.
Within 1–2 %m, the intensity is dominated by Ly! emission. For
metal-poor stars, there is also a significant contribution from the
stars themselves, which brings the overall intensity for metal-
poor andmetal-free stars to be about the same. This seems striking
but is merely a consequence of approximate energy conservation,
as discussed in x 3.6 Therefore, the predicted intensity is not sen-
sitive to stellar metallicity.

As for the dependence on the initial mass spectrum, f (m),
heavier mass spectra tend to give higher background intensities.
Energetics implies that the dependence of "I"/$̇# on metallicity
or f (m) should be essentially given by that of the nuclear burn-
ing efficiency averaged over a population of stars. Column (9) of
Table 1 shows the mass-weighted mean nuclear burning effi-
ciency, L#bol& / mc

2ð Þ
! "

, which is tightly correlated with the total
signal. Therefore, one can explore the dependence of the near-
infrared background on these parameters by simply calculating
the nuclear burning efficiency dependence on these parameters.
In order to illustrate how nuclear burning efficiency changes with
respect to the shape of f (m), we show the efficiency for various
values of the lower mass limit, m1, and the critical mass, mc, for
the Salpeter (eq. [23]) and Larson (eq. [24]) initial mass spectra in
Figure 5. The average nuclear burning efficiency form1> 20M'
depends very weakly on mc, while the dependence is stronger
for m1< 20 M'. Dependence on m1 also becomes stronger as

Fig. 3.—Spectrum of the near-infrared background, "I" /$̇#, for star formation from z ¼ 7 to 15 with various assumptions about metallicity and initial mass spectrum.
(‘‘SFR’’ in the axis label denotes $̇#.) The left panel shows the metal-free case (Z ¼ 0), while the right panel shows the metal-poor case (Z ¼ 1/50 Z'). The solid, dashed,
and double-dot–dashed lines represent the Salpeter, Larson, and top-heavy mass spectra, respectively. The thick black lines show the total spectrum, while the thin purple,
cyan, green, red, and orange lines show the individual contribution from free-free, free-bound, stellar, Ly!, and two-photon emission, respectively.

6 We thank Paul R. Shapiro for pointing out the potential importance ofmetal-
poor stars for the near-infrared background.
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equation (36) and equation (36) divided by the mean number of
generations of stars, Ngen , given by

Ngen ¼
t(7 < z < 15)Rm2

m1
dm f (m)!(m)

; ð37Þ

where t (7 < z < 15) ¼ 266Myr is the cosmic time elapsed dur-
ing z ¼ 7 15. Table 3 tabulates Ngen for various assumptions
about the metallicity and initial mass spectrum. From this we
conclude that, to explain the cosmic near-infrared background
by early generations of stars, 0.016%–12% of baryons need to
be processed in stars at a given time between z ¼ 7 and 15. If we
take the lower 1 " limit, only 0.016%–0.49% of baryons need
to be processed in stars (depending on metallicity and mass
spectrum); this is not a daunting requirement and does not exclude
the stellar origin of the cosmic near-infrared background.8

5.3. Comparison with Low-Redshift Data

How does the inferred star formation rate at z ¼ 7 15 com-
pare to the low-z rate? Figure 6 compares the cosmic star for-
mation rate at z < 5 (Gabasch et al. 2004)9 to that constrained by
the near-infrared background. While uncertainty due to sub-
traction of the zodiacal light is large, it is quite clear that the star
formation rate at z ¼ 7 15 required to account for the cosmic
near-infrared background data is much higher than that at z < 5
by more than an order of magnitude.

It must be emphasized, however, that Figure 6 is potentially
misleading: as we have already discussed, the star formation rate
inferred from the near-infrared background is only for stars more
massive than 5M$. On the other hand, the low-z data are primarily
dominated by low-mass stars; thus, Figure 6 might be comparing
apples and oranges. As such low-mass stars do not contribute to
the near-infrared background, it is not possible to infer their for-
mation rate directly. One may still estimate it by extrapolating the

initial mass spectrum down to lower masses, and by doing so the
total star formation rate at z ¼ 7 15 should rise. In other words,
the constraint shown in Figure 6 should be taken as a lower bound.
Also, dust extinction (whichwe have ignored), if any, wouldmake
the required star formation rate rise even higher.

6. METALLICITY CONSTRAINTS ON STAR FORMATION

One of the ways to constrain early star formation is to take into
account the amount of metals that can be produced without over-
polluting the universe.Metals ejected froma star have two origins:
(1) stellar winds, which inject metals into the IGM over the course
of the star’s lifetime, and (2) the final disruption of the star. Stars of
low metallicity end their lives in different ways and produce dif-
ferent amounts of metals, according to the initial mass of the star
(Heger et al. 2003; Portinari et al. 1998; Siess et al. 2002).

The metal yields of stars with initial metallicity of Z ¼ 1/50 Z$
were given in Portinari et al. (1998). These models of metal pro-
duction take into account stellar winds and supernova explosions.
The metal production efficiency (metal mass ejected from the
star divided by initial stellar mass) is shown in Figure 7. It is
clear that metal production depends strongly on the initial mass
of the star and how the star ended its life.

1. From 6 to 8 M$, the O/Ne/Mg core of the star collapses,
or the star ejects its outer envelope, leaving a white dwarf or
neutron star.

2. From 8 to 25M$, the iron core collapses, the star explodes
as a supernova, and a neutron star is left as a remnant. A sig-
nificant amount of metals are ejected.

3. From 25 to 40M$, there is a weak supernova, and a black
hole is created by fallback. The amount of metals that are ejected
into the IGM decreases sharply, leaving most of the metals
locked in the black hole.

4. From 40 to 100M$, the star directly collapses into a black
hole. The only metals produced are from mass loss during the
star’s life.

5. From 100 to 140 M$, a pulsational pair-instability super-
nova results. This ejects the outer envelope of the star, and then
the core collapses into a black hole. Metals in the outer envelope
pollute the IGM.

6. From 140 to 260 M$, a pair-instability supernova results,
which completely disrupts the star and leaves no remnant. All the
metals are ejected into the IGM.

Fig. 6.—Cosmic star formation rate. The shaded region shows the star for-
mation rate for m > 5 M$ constrained by the current data of the cosmic near-
infrared background, #I# % 2 50 nWm&2 sr&1, at 1–2 $m. The solid line shows
the star formation rate at z < 5 (Gabasch et al. 2004). Note that the shaded region
should be taken as a lower bound. (See discussion in x 5.3).

Fig. 7.—Ratio of ejected stellar metals and stellarmass vs. themass of the star.
Note that each jump corresponds to a different stellar fate. The lines correspond to
the fitting functions given in eq. (38). Diamonds correspond to the stellar models
given in Portinari et al. (1998).

8 Our argument so far has implicitly assumed that all baryonic gas in the
previous generation of stars is returned to the IGM and recycled in the subsequent
generation of stars. In reality, however, only a fraction of gaswould be returned (and
the rest of the gas would be locked up in compact remnants such as black holes);
thus, the real requirement would be somewhat larger than 0.016%–0.49%.

9 The rate at z < 5 has been shifted upward by 0.35 dex to correct for dust
extinction. More recent determination of the star formation rate by Drory et al.
(2005) agrees very well with Gabasch et al. (2004).
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Probing�Extragalactic�Background�
Light�with�Gamma-ray�Observations



Extragalactic�Background�Light�(EBL)
Integrated�Emission�from�Galaxies�in�the�entire�cosmic�history
12 Saldana-Lopez et al.
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Figure 9. The local (I = 0) spectral energy distribution of the EBL (black solid line, 1f model uncertainties is enclosed within the blue shaded area). The
green dotted and brown dashed-dotted lines are the semianalytical and phenomenological models of Gilmore et al. (2012) and Finke et al. (2010), while the
dashed blue and pink lines corresponds to the Domínguez et al. (2011a) and Helgason & Kashlinsky (2012) empirical curves, respectively. The yellow band
spans over the 1f limits for the local EBL determination of Desai et al. (2019), from blazars’ gamma-ray attenuation spectra. Finally, the red filled points come
from galaxy number counts in Driver et al. (2016b). Open symbols constitute a compilation of diverse direct measurements from the literature (see text).

Figure 10. Comparison between di�erent EBL models and measurements of the Cosmic Optical (COB, 0.1-8 `m) and Infrared Backgrounds (CIB, 8-1000 `m)
at I = 0 (similar to Driver et al. 2016b). The results from This Work are shown in black, while in brown, blue, green and yellow are the results from Finke et al.
(2010), Domínguez et al. (2011a), Gilmore et al. (2012) and Domínguez et al. (2019) models, respectively. The results from Madau & Pozzetti (2000), Dole
et al. (2006), Béthermin & Dole (2011) and Driver et al. (2016b) galaxy number counts are chronologically plotted in light-blue, purple, grey and red. We also
show the measured CIB if only combined MIPS+Herschel detections are included in our work, as discussed in the text. Uncertainties have been included only
when available in the literature.

Mortlock et al. (2016) and Andrews et al. (2017). Our NIR inten-
sities are systematically above the values given by Pozzetti et al.
(2003) and Cirasuolo et al. (2010) at all redshifts. The reason is that
these studies are shallower in fluxes than ours.

An observable directly related with the CSFR density is the
TIR luminosity density. Our 9) �' is shown in Figure 8 over 0 

I < 6, as well as the estimations from Pérez-González et al. (2005),
Rodighiero et al. (2010), and Burgarella et al. (2013, PEP/HerMES

2013). Note that the agreement between the di�erent measurements
is good at all redshifts.

Finally, the cosmic star-formation history (CSFH) can be com-
puted following Equation 3, using the NUV and TIR luminosities.
Our CSFH between 0  I < 6 is shown in Figure 8 in compari-
son with the Madau & Dickinson (2014), Rodríguez-Puebla et al.
(2017), Abdollahi et al. (2018) and Behroozi et al. (2019) results
(all results have been converted to a Chabrier IMF when needed).
We stress that our result is in agreement within errors up to I ⇠ 6

MNRAS 000, 1–17 (2020)
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Gamma-ray�Opacity�of�the�universe
Based�on�EBL�models

• The�opacity�is�given�as
�

• The�absorbed�spectrum�is
�

• Beyond�z~0.1,�TeV�
photons�will�be�
completely�absorbed.
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Figure 9. Optical depth to γ γ interactions for observed gamma-ray energy Eγ and sources at z = 0.1, 0.3, 1.0, 3.0, 5.0, 7.0, and 10.0. The solid curves show our
baseline model, which is nearly indistinguishable from our models including Pop-III stars. The dashed, dotted, dot-dashed, double dot-dashed, and triple dot-dashed
curves show the models by Kneiske et al. (2004), Franceschini et al. (2008), Finke et al. (2010), Gilmore et al. (2012b), and Inoue et al. (2010a), respectively. The
shaded region represents the 95% confidence level measurement of the gamma-ray opacity by Fermi at z ≈ 1 (Ackermann et al. 2012). The horizontal thin dotted line
marks τγ γ = 1.
(A color version of this figure is available in the online journal.)
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to the baseline model from all stars plus dust, all stars, Pop-I stars, Pop-II stars, and Pop-III stars, respectively. The contribution of Pop-III stars is small and does not
appear in the panel for z = 0.1.
(A color version of this figure is available in the online journal.)

optimized for the reionization epoch, they focused on z ! 4
and did not account for Pop-I stars with Z > 0.02 Z" or dust.
While a thorough comparison between the two models is not
feasible, the principal difference appears to be in the CSFH for

Pop-II stars, which is a factor of ∼3–10 higher at z " 6 in
Inoue et al. (2010a) compared to our baseline model here. This
demonstrates that such differences in the CSFHs can be clearly
distinguishable through future gamma-ray observations.

11

YI+’13



Expected�attenuation�features
Exponential�cutoff�in�the�VHE�band

• The�radiation�transfer�equation�
becomes:� �

➡ �

•

dIν

dτγγ
= − Iν

Iν(τγγ) = Iν(0)e−τγγ

Energy ↗ + z ↗ ⇒ τγγ ↗ ⇒ Flux ↘

3198 R. C. Gilmore et al.

Figure 7. The attenuation e−τ of gamma-rays versus gamma-ray energy,
for sources at z = 0.03, 0.1, 0.25, 0.5 and 1. Results are compared for our
fiducial WMAP5 (solid) and WMAP5+fixed (dash–dotted violet) models,
as well as the model of D11 (red dash–dotted). Increasing distance causes
absorption features to increase in magnitude and appear at lower energies.
The plateau seen between 1 and 10 TeV at low redshift is a product of the
mid-IR valley in the EBL spectrum.

Figure 8. The gamma-ray attenuation edges for the WMAP5 (solid black)
and WMAP5+fixed (dash–dotted violet) models and model of D11 (red
dash–dotted). The curves show the redshift at which the pair production
optical depth τ reaches the indicated value for a particular observed gamma-
ray energy. The groups of curves from lower left to upper right are the
contours for τ = 1, 3 and 10. We have included thin lines to guide the eye
at 50 and 100 GeV.

3.3 Results for TeV blazars

Today, exploration in the VHE (30 GeV to 30 TeV) regime is
led by >10-m-class imaging atmospheric Cherenkov telescopes
(IACTs) including the Very Energetic Radiation Imaging Tele-
scope Array System (VERITAS; Maier et al. 2008), High Energy
Stereoscopic System (HESS; Hinton 2004) and Major Atmospheric
Gamma-Ray Imaging Cherenkov (MAGIC; Cortina 2005) experi-

ments, and by the Large Area Telescope (LAT) instrument on the
Fermi gamma-ray space telescope (Atwood et al. 2009) and also
AGILE (Tavani et al. 2008).

The Fermi LAT spends most of its time in an-all sky survey mode,
and with its large area of view is therefore an ideal instrument for
finding high-energy sources. The 11-month source catalogue lists
685 high-energy sources associated with blazar candidates (Abdo
et al. 2010a). While the Fermi LAT has an energy range of 20 MeV
to ∼300 GeV, it has a much smaller effective area than the current
generation of ground-based instruments, and data from the instru-
ment is therefore most useful for our purposes at energies below the
threshold of these IACTs, 50–100 GeV. A detailed analysis of the
EBL constraints available from all Fermi observations of blazars
and gamma-ray bursts (GRBs) to date was the subject of a recent
paper by the Fermi collaboration, Abdo et al. (2010b). Current lim-
its on the EBL available from Fermi observations do not constrain
the UV flux predicted in Gilmore et al. (2009) or in the models
presented here.

In this section and the following section, we will focus on the
effect of the optical–IR EBL on AGN-type sources by IACTs at
!100 GeV. Ground-based detectors searching above 100 GeV have
identified 37 extragalactic AGN-like sources at the time of this
writing, including 32 BL Lac objects, radio galaxies M87 and Cen-
taurus A, and the flat-spectrum radio quasars 3C 279, PKS 1510−08
and PKS 1222+21. With the exception of the radio galaxies these
objects are all blazars, accreting AGN which generate tightly
beamed relativistic jets that are oriented at a small angle relative
to our line of sight. While they account for the large majority of de-
tected sources above 100 GeV, BL Lac objects are themselves only
a small subset (∼20 per cent) of all blazar sources, the other 80 per
cent being flat spectrum radio quasars like 3C 279.

3.3.1 Constraints from gamma-ray observations

While uncertainties and likely variation in the intrinsic spectrum of
blazars make it impossible to directly link the observed spectrum
to EBL attenuation, it is possible to translate limits on the spec-
tra to EBL constraints. The standard assumption in placing limits
on the EBL from individual spectra is that the reconstructed in-
trinsic spectrum should not have a spectral index harder than 1.5,
that is, " ≥ 1.5 where dN/dE ∝ E−" for photon count N, or al-
ternatively dF/dE ∝ E−("−1) for flux F. This figure comes about
both on the basis of experimental observations (no observed VHE
spectrum is harder than this value) and theoretical arguments. The
standard value for a single-zone synchrotron-self-Compton (SSC)
spectrum is " = (α + 1)/2; here −α is the spectral index of the
shock-accelerated electrons, which is not harder than 2.0 in most
acceleration models with radiative cooling (Aharonian 2001). This
can be invalidated by assuming a non-standard spectrum for the
electrons; a low energy cut-off in the electron energy will lead to
inverse-Compton accelerated photons with an index as low as " =
2/3 (Katarzyński et al. 2006).

The most recent limits on the EBL come from observations of
blazars at more distant redshifts (z > 0.1) that have been detected
by the current generation of ground-based atmospheric Cherenkov
telescopes (ACTs). Observation by HESS of two blazars at z =
0.165 and 0.186 were used to set limits on the near-IR EBL based
on the " ≥ 1.5 criterion (Aharonian et al. 2006); in this case the
maximal limit was the model of Primack et al. (2001) multiplied by
a factor of 0.45. Another paper by the HESS group set constraints
from blazar 1ES 0229+200 at z = 0.1396 (Aharonian et al. 2007b).

C© 2012 The Authors, MNRAS 422, 3189–3207
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intrinsic spectrummore, while even a flat slope from 1.4 mmdown to
0.1 mm would soften it by only DG < 0.1. Above 2mm, the slope
cannot be much flatter than our template—a flatter slope could
explain in part the ‘direct’ measurements at 3.5 mm (Supplementary
Fig. 4)—because this would again imply a new, very hard component
(G int , 0) in the intrinsic spectrum, rising at a few TeV (Supplemen-
tary Fig. 5). In this respect, this HESS data set gives the same
indication as the HEGRA data11 on H 1426þ428 (z ¼ 0.129),
which show a flattening feature above 1 TeV naturally provided by
a starlight EBL between 3 and 10 mm (SED / l21).
Therefore, the conservative and self-consistent assumptions of

both not-unusual blazar spectra (G int $ 1.5) and a galaxy-like EBL
spectrum allow the EBL flux around 1–2mm to be constrained at the
level of&ð14^ 4Þ nWm22 sr21 (that is,#0.55 ^ 0.15 £ P1.0). This
corresponds to P(0.45 þ 0.1) to allow for galaxy evolution effects.
Coupled with the lower limits derived from galaxy counts given by
the Hubble Space Telescope8 (, 9:02 9:7þ3:0

21:9 nWm22 sr21), the
HESS spectra lead us to conclude that more than two-thirds of the
EBL in the O–NIR band is resolved into single sources. This result is
independent of any ‘direct’ measurement of the EBL. Remarkably, it
is in severe conflict with the claims of high EBL flux at NIR
wavelengths16,17 and, to a lesser extent, with the reported detections
at 2.2 and 3.5 mm (refs 1, 15). The HESS upper limits agree instead
with the most recent theoretical calculations23 of the EBL, as well as
with recent theoretical arguments24,25 against high EBL fluxes due to
population III stars.

This result is also insensitive to small changes in the assumed
intrinsic slope. A different value, if proved more likely by future
results, will shift the limit accordingly, but only strong spectral
differences would qualitatively change our conclusion: even a value
of G int ¼ 1.0 would loosen the 0.55£ limit only to #0.7 £ P1.0.
Alternative scenarios which could reconcile the measured spectra

with high O–NIR fluxes formally exist, and would represent a major
discovery in their own right, but we consider them very unlikely,
given their exotic implications. Higher UV fluxes would make
the intrinsic spectra softer, but the huge values required
(.300 nWm22 sr21; see Fig. 1, for example) are not supported by
other measurements1,26, and could not be accomodated within any
reasonable cosmological model.
A more viable alternative is that such hard spectra are a real, new

feature of the TeV blazar emission. Possible mechanisms have already
been envisaged6. For example, the inverse Compton scattering of
mono-energetic electrons (E0, such as cold plasma with very large
bulk motion Lorentz factor), interacting in a deep Klein–Nishina
regime with a narrow-band photon field (such as a Planck-type
distribution), may lead to very flat g-ray spectra with a sharp pile-up
at e g < E0, reproducing spectra like the ones in Fig. 2. However, such
features should become directly visible in the observed spectra of the
closer, less absorbed objects of the same type, like the well-studied
Mkn 421 and Mkn 501 (if G int < 0, they should show Gobs & 0.5).
This is in contrast with observations19–21, unless we assume a
dependence of the source parameters on the redshift such that the
corresponding features always disappear owing to EBL absorption. It
is difficult to justify such fine-tuning on a relatively small redshift
range, although more objects and observations are needed to settle
this issue definitively, given the still-limited sample.
Other possibilities include the non-cosmological origin of blazars’

redshifts and the violation of Lorentz invariance (see ref. 27).However,
both scenarios imply dramatic revisions of modern physics and
astrophysics, which we do not consider to be justified by these data
alone.
A low EBL level, in agreement with the expectations from standard

galaxy evolution models, is the simplest and most likely explanation
of the HESS data.
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Figure 2 |TheHESS spectra of 1ES 11012232, corrected for absorptionwith
three different EBL SED values, as labelled in Fig. 1. Red, observed data;
blue, absorption-corrected data. The data points are at the average photon
energy in each bin, also used to calculate the optical depth for
reconstruction. For the calculation, a flat L-dominated cosmology was
adopted, with H0 ¼ 70 km s21Mpc21, Qm ¼ 0.3, QL ¼ 0.7. Error bars are
1j s.d., statistical errors only. Between 1.3 and 3.3 TeV, the overall detection
is 4j. The lines show the best-fit power laws to the reconstructed spectrum
ðdN=dE¼N0E2Gint Þ; where E is measured in TeV, and the corresponding
shapes after absorption. The x2red=d:o:f : (calculated by integrating the
absorbed power-law model over each observed data bin) are from left to
right: 1.20/11, 0.54/11, 0.47/11. We note that possible spectral variability
does not weaken our conclusions because it would imply states with even
harder spectra than the average one (by definition). We note also that the
X-ray spectrum (which in blazars usually samples the synchrotron emission
of TeVelectrons) measured during simultaneous observations in June 2004
and March 2005 does not show such hard slopes, but is similar to the
historical values (F.A. et al., manuscript in preparation). For H 23562309,
the same EBL SEDs yield G int ¼ 20.6, 0.7 and 2.0, respectively
(Supplementary Fig. 2). The NIR excess onto the galaxy counts limits
(P0.4 þ ENIR) yields G int < 20.7 and20.4 for the two objects, respectively
(see Supplementary Fig. 3).
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can be avoided by reducing the energy dependence of the optical
depth, assuming either very low O–NIR fluxes (reducing t at 1 TeV)
or very high UV–O fluxes (increasing t at 0.2 TeV). The latter case,
however, would require unreasonably high UV fluxes (as discussed
later). We can then derive an upper limit on the EBL by requiring the
intrinsic spectrum to be compatible with the present knowledge of
blazars.
To determine such a limit, a plausible shape for the SED of the EBL

is assumed. As a reference shape in the 0.1–10 mm range we adopted
the phenomenological curve used in refs 6 and 11, which is designed
to be in general agreement with the EBL spectrum expected from
galaxy emission12,13. This curve, labelled ‘P1.0’ in Figs 1 and 2, was
originally normalized to match the ‘direct’ estimates at 2.2 and
3.5 mm (refs 1, 14 and 15). Here we leave its normalization as a free
parameter, scaling P1.0 by different factors P (labelled accordingly:
the curve scaled by 0.45£ is ‘P0.45’) down to the lower limit obtained
by the resolved galaxy counts8 (,P0.4). To reproduce the excess
around 1.5 mm claimed from the Infrared Telescope in Space (IRTS)
data16 (see also ref. 17), an additional ad hoc component was
considered, labelled ‘ENIR’. This feature is not expected from stand-
ard galaxy evolution models, and could be the spectral signature of
radiation produced in the early Universe, for example, by the first
stars formed (metal-free massive stars, called ‘population III’; see
refs 9 and 18).
The intrinsic source spectra (Fig. 2) have been reconstructed

directly from the observed ones using the assumed EBL, without a
priori assumptions on the blazar spectrum. EBL evolution effects
(due to galaxy evolution) were not included: these effects, negligible
at low redshifts, become important as the redshift increases, but for
the range considered here (z ¼ 0.165–0.186) their impact is still
limited to a factor of &10% (DP , 0.1; see Supplementary Infor-
mation). The reconstructed spectra are generally compatible with a
power law (dN/dE / E2G), but the EBL densities P1.0 þ ENIR and
P1.0 both yield extremely hard photon indices (G int , 0, see Fig. 2
and Supplementary Fig. 2), implying a pile-up or line-like feature in
the blazars’ SED at around 1–3TeV. We obtain the same result by
considering the NIR excess added to the galaxy count limits (for
example, P0.4 þ ENIR, see Supplementary Fig. 3). This is because a
lower EBL flux only in the UV–O band decreases the absolute values
of t but increases the contrast between 0.2 and 1TeV.
Such hard spectra have never been seen in the closest, less absorbed

TeV blazars such as Mkn 421 and Mkn 501 (refs 19–21) (z < 0.03,
G int < 1.5–2.8 using the same EBL SED values), and are difficult to
explain within the present standard leptonic or hadronic scenarios6

for blazar emission. In shock acceleration models, the hardest index
obtained for the accelerated particles is s ¼ 1.5 (see ref. 22). For
protons interacting with ambient plasma, the resulting g-ray spec-
trum has the same slope, G int ¼ 1.5. For electrons, the spectrum of
the g-rays emitted through inverse Compton scattering is expected to
be steeper than G int ¼ 1.5 under most circumstances. Only if
radiative cooling is not effective and the blazar Compton emission
is wholly within the Thomson limit—unlikely at such high energies—
do we find G int ¼ (s þ 1)/2 ¼ 1.25. We thus assume in the following
discussion that the true average intrinsic spectrum was not harder
than G int ¼ 1.5, although later we also address the possibility of
harder spectra.

To be compatible with G int $ 1.5, the EBL flux has to be scaled
down to P0.45 to explain both objects’ data, with 1ES 11012232
providing themost stringent constraints thanks to the better statistics
at high energies and the larger redshift. With a fixed EBL shape, there
is a direct link between the normalization P and G int. The one-sigma
statistical and systematic uncertainties on the HESS spectral
measurement can then be translated to an equivalent uncertainty
on P, DP . ^0.15 (see Supplementary Information).
This limit (P0.45) is robust with respect to a different EBL spectral

shape, as long as it maintains an overall maximum around 1–2 mm.
Below 1 mm, lower fluxes than our template tend to harden the

Figure 1 | SED of the EBL in thewavelength bandmost affecting these HESS
data (0.1–10mm). The EBL data are from a review compilation1 (errors 1j),
unless otherwise stated. Open symbols correspond to the integrated light
from galaxy counts, and thusmust be considered lower limits for the EBL: in
the UV–O range, from Hubble data (green, red8); in the NIR, from Spitzer
(blue28) and ISO data. We note that these data are also lower limits for the
total emission from galaxies, because of various observational and selection
effects in the detection and counting of faint galaxies. The possible missed
light in the the UV–O band has been estimated29 to be&ð2–3ÞnWm22 sr21:
The upper limits (purple) are 2j estimates1. Direct measurements are shown
as filled symbols: IRTS data from the NIR spectrometer16 (blue), and data
from COBE/DIRBE (green15, magenta17 and red triangles). Red squares
correspond to tentative detections in the optical26 with corrections
according to ref. 30. The curves show the EBL shapes used to reconstruct the
intrinsic spectra. P1.0 gives 26, 23 and 14 nWm22 sr21 at 1.25, 2.2 and
3.5 mm, respectively. The thick line shows the range most effectively
constrained by theHESS data. In the long-dashed regions, higher fluxes than
P0.55 would not be in conflict, as long as the flux in the 1–3mm range is
within or around the limit. The short dashed line shows the additional UV
component needed by P1.0 to soften the intrinsic spectrum down to G ¼ 1.5
(see Supplementary Fig. 5; ENIR would require even higher fluxes). This
example is the most energetically economic solution, limited to the
narrow range ,0.2–0.4mm to have the maximum effect on the g-ray
spectrum with the minimum UV flux and the minimum impact on the
overall attenuation.

Table 1 | Main parameters of the HESS observations.

Source z Exposure (h) Significance (j) Energy range (TeV) Gobs N0 (cm22 s21 TeV21) x2red=d:o:f:

1ES 1012232 0.186 43 ,12 0.16–3.3 2.88 ^ 0.17 (4.44 ^ 0.74) £ 10213 0.62/11
H 23562309 0.165 40 ,10 0.16–1.0 3.06 ^ 0.21 (3.08 ^ 0.75) £ 10213 0.66/6

These observations were performed in June–December 2004 for H 23562309, and March–June 2004 and 2005 for 1ES 11012232. The table gives the total exposure after selection for
good-quality data, significance of the detected g-ray signal, energy range used for the spectral fits and the result of a single power-law fit ðdN=dE ¼ N0E2Gobs where E is measured in TeV). The
spectra have been calculated applying the technique described in ref. 10. Errors are 1j statistical. The systematic uncertainty on the flux and photon index are estimated to be ,15% and ,0.1,
respectively. Details of these observations will be published elsewhere; here we have focused on the cosmological implications of the measured spectra. Compared to the previous
observations of TeV blazars, these HESS spectra provide significantly stronger constraints on the EBL because of the combination of a hard spectrum and relatively high redshift (see
Supplementary Information). d.o.f., degrees of freedom.
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EBL�Determination�Before�2012
Ruling�out�the�cosmological�origin�for�the�NIR�excess

• about�a�factor�of�10�
uncertainties.�

• NIR�excess�should�not�
be�cosmological.

Strong flaring activity of Mrk 501 provided a well measured TeV
spectrum from 0.2 to 24 TeV [29,209,78]. Stanev and Franceschini
[224] calculated limits by fitting the energy spectrum of Mrk 501,
with a range of possible absorption scenarios assuming intrinsic
power law spectra and varying levels of EBL intensity by scaling
the lower limits from galaxy counts. This provided strong EBL lim-
its in the near- and mid-IR. Funk et al. [110] followed a similar ap-
proach, except that they used an EBL model by MacMinn and
Primack [165] as the basis for scaling the EBL intensity, yielding
similar results in the mid-IR. Mannheim [171] argued that the
observed spectra would deviate from a power law, if the primary
c-ray spectrum were substantially attenuated by the EBL. An upper
limit in the mid-IR, based on this hypothesis and on an energy
spectrum of Mrk 501 from the HEGRA Collaboration, is also shown
in Fig. 10. Later on, Vassiliev [234] demonstrated that the absence
of deviations from a power law does not preclude the presence of
substantial absorption in the observed spectra.

The obvious drawback of the method is that the assumption of a
single power law for the intrinsic blazar spectrum does not hold
true over a wide range in energy. Blazar spectra generally exhibit
a concave c-ray peak over a sufficiently large energy range. Most
blazar spectra measured by Fermi or by Cherenkov telescopes can
be represented by a power law over the energy range covered by
the instrument.

Synchrotron self-Compton (SSC) spectrum: The SSC model is a
popular model explaining the existence of the two peaks in the bla-
zar spectrum: the synchrotron peak at radio–UV–X-ray energies
and the inverse Compton (IC) peak at c-ray energies. The spectrum
of the IC peak can be modeled using parameters that produce the
synchrotron peak and the unabsorbed part (E < 10 GeV) of the IC
spectrum (see review by Dermer [77]).

Such models for the intrinsic blazar spectrum have been used
by Guy et al. [119] to determine the intensity of the EBL in the
1–5 lm and 20–80 lm wavelength region. They applied a multi-
wavelength fit to the X-ray and TeV data of Mrk 501 in the frame-
work of a standard homogeneous SSC model to derive the level of
absorption present in the TeV spectrum. As a result, they obtained
an absolute upper limit on the EBL of 60 nW m!2 sr!1 and a most
likely value of 20 nW m!2 sr!1 at 1 lm. They also pointed out that
the lack of an absorption signature in the spectrum of Mrk 501, as
suggested by the HEGRA telescopes, does not necessarily imply a
lack of EBL absorption. They emphasized that in the transition re-
gion from the near-IR to the mid-IR EBL, the opacity could be
nearly constant. This is a consequence of the large width of c–c
cross section (see Fig. 2). So when rcc is convolved with the
number density of background photons, any strong wavelength

variations in the EBL are smoothed out. As a result, the observed
TeV spectrum at 1–10 TeV would corresponds to the intrinsic bla-
zar spectrum since the observed spectrum is now described by
ðdN=dEÞint $ es with s a slowly varying function of energy.

The drawback of using c-ray emission models to constrain the
EBL is the uncertainty in the many parameters that determine
the IC spectrum. Furthermore, while HBLs generally can be well
fit by SSC models, IBLs require the inclusion of additional
ambient radiation fields that make a contribution to the c-ray IC
component.

Additional complications arise from the fact that basic one-zone
SSC models are not applicable for sources exhibiting ‘‘orphan
flares’’, where only the TeV flux is enhanced while the synchrotron
emission remains unchanged [144]. Finally, the biggest challenge
for the SSC/multi-wavelength approach to constraining the EBL is
to get simultaneous measurements for large sets of blazars.

The C > 1:5 limit on the hardness of the blazar spectrum: A more
relaxed assumption on the intrinsic blazar spectrum is that it can-
not produce too many hard photons, so that the c-ray spectrum,
expressed as dN=dE % E!C cannot be flatter than one with
C ¼ 1:5 [168]. In the spirit of this limit to the spectral index, Rena-
ult et al. [204] explored a range of EBL scenarios based on measure-
ments with the minimal assumptions that the intrinsic power of
Mrk 501 is concave, effectively requiring a decreasing energy flux
distribution above 4 TeV (C > 2:0). They derived an upper limit
of 5 nW m!2 sr!1 at 10 lm.

The strict assumption of C > 1:5, was used by Aharonian et al.
[31] to derive upper limits on the 1–5 lm on the EBL which are
close to the lower limits determined by the IGL, suggesting that
the EBL has been largely resolved at these wavelengths. A compre-
hensive study by Mazin and Raue [180] is based on eleven blazars
over a redshift range from 0.03 to 0.18, and explores a large num-
ber (8 million) of hypothetical EBL scenarios to set upper limits on
the EBL, again with the requirement that the source spectra cannot
be harder than C ¼ 1:5 or C ¼ 2=3. The lower value arises from the
extreme scenario of a mono-energetic energy distribution of ultra-
relativistic electrons in which the resulting IC c-ray spectrum could
be as hard as c ¼ 2=3, leading to two conditional upper limits. The
first condition yielded limits that are slightly above that of Aharo-
nian et al. [31]. The second, more relaxed condition, yielded limits
that were higher by about 30%.

The theoretical validity of a strict hardness limit of C > 1:5 has
been discussed by a number of authors, with no unanimous verdict
[140,225,65,34,158,242]. Observational evidence, e.g. [161], have
provided lower EBL limits from galaxy counts that are higher than
previous ones derived by Madau and Pozzetti [167]. If these new
limits are correct, they imply c-ray spectra that are slightly harder
than C ¼ 1:5 [146].

Unphysical exponential rise of the blazar spectrum: Less model
dependent, and therefore more robust limits on the hardness of
the intrinsic blazar spectra arise from the notion that an exponen-
tial increase of their luminosity with energy is unphysical. All cur-
rent blazar models produce a concave spectrum, rendering
intrinsic blazars spectra with an exponential rise in energy flux
theoretically unfeasible. The paradigm of concave intrinsic energy
spectra was used by Dwek and Krennrich [90] to reject many dif-
ferent realization of the EBL. Furthermore, Dwek et al. [91] ruled
out the extragalactic origin of the near-IR sky brightness observed
by Matsumoto et al. [175], since it would lead to an exponential
rise in the spectrum of the blazar PKS 2155-304, which is ruled
out by observations [27]. An EBL spectrum close to the IGL limits
yielded a blazar spectrum consistent with the SSC model, suggest-
ing that the EBL was mostly resolved at near-IR wavelengths
[91,88].

Spectral break analysis due to EBL spectrum: Orr et al. [192]
developed a novel approach to set limits on the EBL intensity by

Fig. 10. Limits on the EBL as determined from c-ray observations of blazars. Details
in text.
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“Detection”�of�the�EBL�attenuation
150�Fermi�blazars�using�~4�yr�Fermi�survey�data

• Fermi�can�cover�the�SED�from�0.1�GeV�to�>�300�GeV�

• Exponential�attenuation�feature�is�seen.
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Figure 2 Absorption feature present in the spectra of BL Lacertae objects as a function of
increasing redshift (data points, from top to bottom). The dashed curves show the attenuation
expected for the sample of sources by averaging, in each redshift and energy bin, the opacities
of the sample (the model of (7) was used) and multiplying this average by the best-fit scaling
parameter b obtained independently in each redshift interval. The vertical line shows the critical
energy Ecrit below which ≤5% of the source photons are absorbed by the EBL. The thin solid
curve represents the best-fit model assuming that all the sources have an intrinsic exponential
cut-off and that blazars follow the blazar sequence model of (32, 33).
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formation of low-metallicity stars to be at z≥10 and its peak co-moving star-formation rate to
be lower than 0.5M! Mpc−3 yr−1. This upper limit is already of the same order of the peak
star-formation rate of 0.2–0.6M! Mpc−3 yr−1 proposed by (47) and suggests that the peak
star-formation rate might be much lower as proposed by (48).
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1.0≈z

Figure 1 Measurement, at the 68% and 95% confidence levels (including systematic uncertain-
ties added in quadrature), of the opacity τγγ from the best fits to the Fermi data compared to
predictions of EBL models. The plot shows the measurement at z≈1 which is the average red-
shift of the most constraining redshift interval (i.e. 0.5≤z<1.6). The Fermi-LAT measurement
was derived combining the limits on the best-fit EBL models. The downward arrow represents
the 95% upper limit on the opacity at z=1.05 derived in (13). For clarity this figure shows only
a selection of the models we tested while the full list is reported in Table S1. The EBL models
of (49), which are not defined for E≥250/(1 + z)GeV and thus could not be used, are reported
here for completeness.
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“Characterization”�of�the�EBL�
attenuation
739�Fermi�blazars�+�1�Fermi�GRB�w/�9-yr�data
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Figure S3 Measurements of the optical depth ⌧�� due to the EBL in different redshift and
energy bins. The lines show the predictions of two EBL models (29, 37).
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from background sources in the ROI. The latter includes sources detected in the third Fermi-
LAT catalog, 3FGL, (47) as well as any new source that is detected because of the additional
exposure (with respect to the 3FGL) used here. These sources are found generating a TS map
and identified as excesses above a TS = 25 threshold and added to the sky model with a
power-law spectrum. The LAT ‘P8R2 SOURCE V6’ instrumental response function (IRF) and
a binned likelihood method are used to fit the sky model to the data.

0.01 0.03 0.1 0.3 1 2 3 4 5
Redshift

1
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N

FSRQT
BL�Lacs
All�blazars�
GRB�080916C

Figure S1 Redshift distribution of the sources used in this analysis on a logarithmic scale.

Intrinsic Spectra of Blazars
To capture the intrinsic curvature in the spectra of blazars we adopt the following strategy that
has been optimized using simulations prior to the data analysis (see below). The data are fitted
only to a maximum energy up to which the attenuation of the EBL is negligible. This is defined
as the energy at which the optical depth ⌧��<0.1 for the model of (29). However, we tested that
our analysis is robust against changes of EBL model used to define this maximum energy and
changes to the threshold (from e.g. ⌧��< 0.1 to ⌧��< 0.05). The optical depth decreases sharply
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Figure 2 The spectral intensity of the EBL in the Universe today (A) and at redshifts
z = 1, 2, 3 (B, C, and D). At z = 0 data from other �-ray based measurements are shown
with orange symbols (39–42) while integrated galaxy counts are displayed with green sym-
bols (15–20). The blue areas show the 1 � confidence regions based on the reconstructed cosmic
emissivity (14). At higher redshift (B, C, and D), the EBL is shown in physical coordinates.
Figure S8 in (14) includes a more complete set of measurements from the literature.
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Determination of the Cosmic Star Formation History

• Consistent with galaxy 
survey data.


• Assume the EBL shape.


• We may need


• Empirical EBL modeling 
based on the latest galaxy 
survey data


• EBL model based on 
cosmological simulation 0 1 2 3 4 5 6

Redshift

0.01
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)
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p
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3 ]
EBL reconstruction

Physical EBL model

UV & LBG Survey Data (1)
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Figure 3 The cosmic star-formation history as constrained from the optical depth data. The
shaded regions correspond to the 1� confidence regions on the star formation rate density as a
function of redshift, ⇢̇(z), obtained from two independent methods, based on 1) a physical EBL
model (green) and 2) an empirical EBL reconstruction (blue, see (14)). The data points show
the SFH derived from UV surveys at low z and deep Lyman Break Galaxy (LBG) surveys at
high-z (see review of (1) and references therein). Figure S11 in (14) includes a more complete
set of data from different tracers of the star-formation rate.
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EBL�Determination�with�GeV-TeV�data
38�GeV-TeV�detected�blazars

• We�can�go�to�the�IR�region.
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in erg s−1 cm−3Å−1, where the pivots are logarithmically
spaced with Δlgλ=0.5, resulting in seven templates centered

at λi=[0.16, 0.50, 1.6, 5.0, 16, 50, 160] μm. We fix σ=0.2,
and leave the amplitudes ai free to vary. We tried varying the
number of templates and their placement under the condition
that σ=Δlgλ/2.5 and find that the local EBL is always
consistent within the 1σ confidence region of the final result
shown in Figure 3. Each template is allowed to evolve

Figure 2. Redshift binned optical depth measurements derived from the stacking analysis using VHE data (left) and Fermi-LAT data (right) are shown compared to
the optical depth templates reported by this work. The shaded regions signify the 1σ and 2σ confidence regions of our best-fitting EBL reconstruction.

Figure 3. Spectral intensity of the EBL from UV to far-IR. The constraints from this work are shown as a 68% confidence region and median (blue). A corresponding region
from The Fermi-LAT Collaboration (2018) that relies on GeV data only is shown in orange. Various measurements in the literature are shown in gray: direct measurements
(open symbols), integrated galaxy counts (filled symbols). The numerical data of the blue and orange curves are available at https://figshare.com/s/9cd4f26925945470582a.
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VHE�Spectral�Hardening�in�Blazars
Inconsistent�with�typically�assumed�SED

• Some�blazars�show�spectral�
hardening�after�the�EBL�correction.

The Astrophysical Journal Letters, 751:L11 (4pp), 2012 May 20 Essey & Kusenko
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Figure 1. Spectral change, ∆Γ = ΓTeV − ΓGeV, for TeV detected blazars
observed by Fermi. Data points from the Fermi Second catalog (The Fermi-
LAT Collaboration 2011) were separated into three sets: nearby sources (red
inverted triangles), intermediate sources (green triangles), and distant sources
(blue diamonds). The lines are the best fits to Equation (10) with D = 17.46
(dashed line) and (Γp − Γs ) = 0.995 (solid line).
(A color version of this figure is available in the online journal.)

effect would increase ∆Γ because the variation implies some ad-
ditional softening due to moving past the Compton peak, which
is not supported by the data. TeV spectra, if they are secondary
gamma rays produced along the line of sight, do not depend sig-
nificantly on the gamma-ray or proton spectra of their sources
(Essey & Kusenko 2010; Essey et al. 2010, 2011b; Murase et al.
2012; Razzaque et al. 2012). The dependence on the EBL model
(Finke et al. 2010; Franceschini et al. 2008; Stecker et al. 2006;
Gilmore et al. 2009; Orr et al. 2011) is very weak (Essey et al.
2011b). Thus, the spectral variation does not affect our con-
clusion that the behavior in Figure 1 is consistent with a new
component taking over and dominating the signal for z ! 0.15.
For the same reason, our best-fit line in Figure 1 does not depend
on the choice of the EBL model.

Line-of-sight interactions of cosmic rays can account for
the hard spectra of distant blazars because, in this case, the
observed multi-TeV gamma rays are produced in interactions
of cosmic rays with the background photons relatively close
to Earth (Essey & Kusenko 2010; Essey et al. 2010, 2011b;
Murase et al. 2012). For this reason, the distance to the source
is much less important than in the case of primary sources.
One, therefore, expects the spectra of secondary gamma rays to
exhibit a slower change with redshift.

2. SOFTENING OF A TWO-COMPONENT SPECTRUM

We would like to generalize the Stecker & Scully (2006, 2010)
scaling law to include the additional component at high redshift.
The fluxes of primary gamma rays produced at the source and
of secondary gamma rays produced in line-of-sight interactions
of protons scale with distance d as follows (Essey et al. 2011b):

Fprimary, γ (d) ∝ 1
d2

e−d/λγ (2)

Fsecondary, γ (d) ∝ λγ

d2

(
1 − e−d/λγ

)
(3)

∼
{

1/d, for d $ λγ ,

1/d2, for d % λγ .
(4)

Obviously, for a sufficiently distant source, secondary gamma
rays must dominate because they do not suffer from exponential
suppression as in Equation (2). The predicted spectrum of γ -rays
turns out to be similar for all the distant AGNs. Essey & Kusenko
(2010) and Essey et al. (2010, 2011b) have calculated the spectra
for redshifts of 3C279, 1ES 1101-232, 3C66A, 1ES0229+200,
and several other blazars, all of which yield a remarkably good
(one-parameter) fit to the data (Essey & Kusenko 2010; Essey
et al. 2010, 2011b).

Based on our numerical results using a Monte Carlo propa-
gation code described by Essey & Kusenko (2010) and Essey
et al. (2010, 2011b), we find that the spectra have a weak redshift
dependence and, in the TeV energy range, for 0.2 " z " 0.6, it
can be approximated by the following simple relation:

ΓTeV & Γp + αz, (5)

where Γp is a constant and α ≈ 1.
Let us now consider a flux of TeV gamma rays which is the

sum of two components that have the above-mentioned scaling
with distance:

FTeV = F1
1
d2

exp(−d/λγ ) E−(Γs+DH0d)

+ F2
1
d2

(1 − e−d/λγ )E−(Γp+αH0d) (6)

= 1
d2

[
e−d/λγ

(
F1E

−(Γs+DH0d) − F2E
−(Γp+αH0d))

+ F2 E−(Γp+αH0d)] . (7)

While the overall 1/d2 factor does not affect the spectral
index, the exponential suppression of the first term in squared
brackets in Equation (7) guarantees a sharp change from the
Stecker & Scully (2006, 2010) scaling law to a flatter scaling
law which shows only a weak redshift dependence. The change
occurs when the distance d is of the order of λγ , i.e., at a distance
from the source where EBL optical depth approaches 1. Based
on our numerical calculations, and in agreement with Stecker
& Scully (2006), the corresponding redshift is z ≈ H0d ≈ 0.1.
Taking into account that F1 % F2, one can write an approximate
scaling law as

z2 FTeV ∝ e−z/0.1 F1 E−(Γs+Dz) + F2E
−(Γp+αz). (8)

At lower energies, in the GeV energy range, the flux is
expected to show very little attenuation for z " 0.5 and to follow
the simple relation

z2 FGeV ∝ F̃1 E−Γs . (9)

Thus, we expect that ∆Γ = ΓTeV − ΓGeV should exhibit the
following behavior:

∆Γ &
{
Dz for z " 0.1,

(Γp − Γs) + αz, for z ! 0.1.
(10)

For practical reasons, it is easier and more instructive to
compare the spectral slopes given by Equation (10) with the
data rather than to fit the fluxes in Equation (9).

To select distant sources that are likely to be powerful
sources of cosmic rays (see Table 1), we applied two selection
criteria: we selected gamma-ray emitters which (1) have been
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Figure 14. Same as Figure 13, but for sources at z > 0.15. References for the data are H 2356-309 (Aharonian et al. 2006b), RX J0648.7+1516 (Aliu et al. 2011),
1ES 1218+304 (Acciari et al. 2009b), 1ES 1101−232 (Aharonian et al. 2007c), 1ES 0347−121 (Aharonian et al. 2007a), RBS 0413 (Aliu et al. 2012), 1ES 1011+496
(Albert et al. 2007b), 1ES 0414+009 (Abramowski et al. 2012a), S5 0716+714 (Anderhub et al. 2009), 4C+21.35 (Aleksić et al. 2011a), 3C 66A (Aleksić et al. 2011b),
and 3C 279 (Albert et al. 2008).
(A color version of this figure is available in the online journal.)

harder spectra above several hundred GeV (see also Finke et al.
2010).

To explain such intrinsically hard spectra, some authors have
recently suggested secondary cascade components generated
by very high energy cosmic-rays or gamma-rays, which may
also offer a probe of intergalactic magnetic fields (e.g., Essey
& Kusenko 2010; Essey et al. 2011; Essey & Kusenko 2012;
Murase et al. 2012; Aharonian et al. 2013). Others have
proposed effects of time-dependence, stochastic acceleration,
or multiple emission components (Lefa et al. 2011a, 2011b).
Future CTA observations of these objects with high energy and
time resolution will elucidate such issues.

The signature of EBL absorption has not been seen in the
spectrum of the extragalactic gamma-ray background (EGB)
above 100 GeV (Ackermann 2011), even though it is naturally
expected if its origin is cosmological (Inoue 2011a; Inoue &
Ioka 2012). By considering the effects of cascade emission,
Inoue & Ioka (2012) have recently shown that if the EGB at
<100 GeV (Abdo et al. 2010b) is entirely composed of known
types of sources whose spectra are well constrained by existing
observations, then the measured EGB at >100 GeV would be
inconsistent with this hypothesis, even for a low EBL such as
proposed here. Further detailed spectral studies of extragalactic
gamma-ray sources are required to resolve this issue.

6. CONCLUSIONS

We have developed models for the EBL over the redshift
range z = 10 to z = 0 on the basis of a semi-analytical

model of hierarchical galaxy formation, into which Pop-III stars
were incorporated in a simplified fashion. Our baseline model is
consistent with a wide variety of observational data for galaxies
below z ∼ 6 (Nagashima & Yoshii 2004; Kobayashi et al. 2007,
2010), and is also capable of reionizing the universe by z < 8.
However, in order to account for the Thomson scattering optical
depth measured by WMAP, the ionizing photon emissivity is
required to be 50–100 times higher at z > 10. This is in line
with recent observations of galaxy candidates at z ∼ 8, as long
as the contribution from faint galaxies below the sensitivity of
current telescopes is not large (e.g., Bouwens et al. 2012). The
“missing” ionizing photons may possibly be supplied by Pop-III
stars forming predominantly at these epochs in sufficiently small
galaxies.

The EBL intensity at z = 0 in our model is generally not far
above the lower limits derived from galaxy counts. Our model is
also in good agreement with the data from Pioneer (Matsuoka
et al. 2011) directly measured from outside the zodiacal region.
The Pop-III contribution to the NIR EBL is !0.03 nW m−2 sr−1,
less than 0.5% of the total in this band, even at the maximum
level compatible with WMAP measurements. The putative NIR
EBL excess (Matsumoto et al. 2005), which also conflicts with
the upper limits from gamma-ray observations (Aharonian et al.
2006a), may have a zodiacal origin rather than Pop-III stars.

Up to z ∼ 3–5, the γ γ opacity in our model is comparable
to that in the majority of previously published models (Kneiske
et al. 2004; Franceschini et al. 2008; Finke et al. 2010; Gilmore
et al. 2012b) below Eγ ∼ 400/(1 + z) GeV, while it is a factor
of ∼2 lower above this energy. The universe is predicted to be
largely transparent below 20 GeV even at z > 4.
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Secondary�Gamma�Rays?�Stochastic�Acceleration?

• Secondary�gamma�rays�from�cosmic�rays�
along�line�of�sight� 
(Essey�&�Kusenko�’10,�Essey+’10,�’11;�Murase+’12;�
Takami+’13).�

• Stochastic�(2nd-order�Fermi)�acceleration� 
(Stawarz�&�Petrosian�’08;�Lefa+’11;�Asano+’14).

The Astrophysical Journal Letters, 771:L32 (5pp), 2013 July 10 Takami, Murase, & Dermer

10-15

10-14

10-13

10-12

10-11

10-10

1010 1011 1012 1013 1014

E
2  F

E
 [e

rg
 c

m
-2

 s
-1

]

E [eV]

H.E.S.S. I

CTA

γ-induced (low IR)
γ-induced (best fit)

CR-induced (low IR)
CR-induced (best fit)

Becherini et al. (2012)

Figure 1. SEDs calculated for gamma-ray-induced (red) and UHECR-induced
(blue) cascade scenarios for KUV 00311−1938 (z = 0.61) using low IR (thick)
and best fit (thin) EBL models deduced by Kneiske et al. (2004) with the analyzed
LAT data (green) with a H.E.S.S. preliminary spectrum (magenta; Becherini
et al. 2012). We take s = 1.76. The isotropic equivalent energy of input gamma
rays for the gamma-ray-induced cascade Liso

γ and of UHECR source protons for
a UHECR-induced cascade Liso

p are 3.5×1046 erg s−1 and 1.1×1047 erg s−1, re-
spectively. The differential sensitivity curve for a 50 hr observation with H.E.S.S.
I (http://www.mpi-hd.mpg.de/hfm/HESS/pages/home/proposals/; dashed line),
and the 50 hr sensitivity goal of the Cherenkov Telescope Array (CTA; Actis
et al. 2011; dotted line) are also plotted. The flux lower than the sensitivity
curve can be achieved under a relaxed criterion of wider energy-bins and lower
significance required to estimate flux in each bin.
(A color version of this figure is available in the online journal.)

reproduced by both gamma-ray- and UHECR-induced cascade
scenarios between 10 and 100 GeV. The UHECR-induced cas-
cade predicts larger flux above 200 GeV and harder spectrum
than the gamma-ray-induced scenario above ∼1 TeV. Prelimi-
nary H.E.S.S. data support the hadronic interpretation. Note that
the redshift of this object is uncertain (see Section 5).

We confirmed that the SEDs of the other more distant sources
in the list, excepting sources with steep spectra, namely PKS
0426−380 and PKS 2142−75, are reproduced by both gamma-
ray-induced and UHECR-induced cascade scenarios for the
quoted redshifts. More distant sources allow the possibility
to distinguish the two scenarios clearly by the difference in
predicted spectral fluxes above ∼1 TeV. Due to their large
distances, a sharper cutoff of the gamma-ray-induced spectra
compared to the UHECR-induced spectra is predicted at the
characteristic EBL absorption energy Ec (Murase et al. 2012b),
and a plateau of emission extending to >10 TeV is predicted in
the hadronic scenario.

In general, differential sensitivity is defined more conserva-
tively than integral sensitivity for IACTs. Conventionally, the
differential sensitivity requires a 5σ signal for a 50 hr obser-
vation in each of four equal-width logarithmic bins per decade,
whereas the integral sensitivity is defined as a 5σ excess of
gamma rays above a given threshold energy for a 50 hr obser-
vation (e.g., Aleksić et al. 2012). Thus, integral flux is more
sensitive to the scenario distinction.

Figure 2 shows the integral flux corresponding to the pre-
dictions in Figure 1. Here, we can obviously recognize that
the UHECR-induced scenario can be distinguished from the
gamma-ray-induced scenario by the Cherenkov Telescope Ar-
ray (CTA). This source is detectable at the 5σ level up to ∼3 TeV
for the low-IR model and ∼1 TeV for the best-fit model in the
UHECR-induced scenario, while it should only be detected up
to ∼500 GeV in the gamma-ray-induced scenario. Detection of
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Figure 2. Integral flux corresponding to the SEDs in Figure 1 (KUV
00311−1938) with the H.E.S.S. I integral sensitivity (presented by Y. Becherini
in Rencontres de Moriond 2009; http://moriond.in2p3.fr/J09/) and the integral
sensitivity goal of CTA for a 50 hr observation (Actis et al. 2011). The inset
shows a >10 GeV light curve with 16 equal time bins, each lasting 90.3 days.
The light curve is consistent with a constant flux hypothesis with χ2

r = 0.95
which is calculated only from finite flux points.
(A color version of this figure is available in the online journal.)
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Figure 3. Same as Figure 2, but for PG 1246+586 (z = 0.847). Liso
γ =

7.5×1046 erg s−1 and Liso
p = 2.0×1047 erg s−1. We take s = 1.94. The inset is

a light curve similar to Figure 2, with χ2
r = 0.40 for a constant flux hypothesis.

(A color version of this figure is available in the online journal.)

this source above 1 TeV would be very strong evidence for a
hadronic origin of the radiation.

We demonstrate this behavior for a more distant source, PG
1246+586, in Figure 3. Despite its distance, this source can
be detected by CTA below ∼200 GeV for both scenarios. It
is possible to distinguish between the two scenarios because
the difference in detecting photons for the two scenarios would
be larger than the range of uncertainties implied by the EBL
models used, even with the flux of the characteristic hadronic
plateau at high energies being below the CTA sensitivity. Thus,
even gamma-ray sources with z ∼ 0.85 can be utilized to
disentangle the two scenarios. Other sources detectable with
50 hr observations with CTA in the source list are Ton 116,
B3 1307+433, 4C +55.17, and PKS 1958−179. Note that
the sensitivity of CTA North may be somewhat worse above
∼10 TeV because no small-size telescopes are projected to be a
part of the array.
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KUV�00311-1938�(z=0.61)�
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Figure 10. Hard spectrum blazar 1ES 0229+200 at z = 0.139 with SED modeled within an SSC approach using Maxwellian-type electron distributions. All parameters
used are the same as in Figure 3. Data points shown in the figure are from Zacharopoulou et al. (2011), where the intrinsic (de-absorbed) source spectrum has been
derived based on the EBL model of Franceschini et al. (2008) with (1) EBL level as in their original paper (“low-level EBL”) and (2) (maximum) EBL level scaled up
by a factor of 1.6 (“high-level EBL”).
(A color version of this figure is available in the online journal.)

the high low-energy cutoffs needed in leptonic synchrotron-
Compton models for the hard spectrum sources.

Although our main purpose here is not to fit data, Figure 10
shows that a Maxwellian-type electron distribution could also
provide a satisfactory explanation for the hard TeV component
in 1ES 0229+200.

Our results illustrate that even within a leptonic synchrotron-
Compton approach relatively hard intrinsic TeV source spectra
may be encountered under a variety of conditions. While this
may be reassuring, the possibility of having such hard source
spectra within “standard models” unfortunately constrains the
potential of extracting limits on the EBL density based on γ -ray
observations of blazars, one of the hot topics currently discussed
in the context of next generation VHE instruments.

We thank S. Kelner and S. Wagner for helpful discussions.
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Magnetic�Fields�in�the�Universe
How�strong�is�the�cosmic�magnetic�field?

• Celestial�objects�are�magnetized.�

• Common�presence�of�charged�particles�form�
high�conductivity�plasma�in�the�universe.
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Key words: magnetic fields — methods: observational — polarization — radio continuum: general — techniques:
polarimetric

1 Introduction

1.1 Magnetized universe

Magnetism plays substantial and often essential roles in
astronomical objects. Most known celestial objects, the
Earth, planets, the Sun, stars, interstellar space and clouds,
the Milky Way Galaxy, galaxies, accretion disks and active
galactic nuclei (AGN), and clusters of galaxies, are known
to be magnetized. An exception might be the universe,
where the cosmological isotropy principle has denied the
cosmological-scale uniform field, which defines the north
and south of the universe.

Magnetic-field strength, B, is roughly related to object
size, R. Figure 1 depicts the global distribution of mag-
netic fields in the log B–log R plot. An inverse relation,
B ∼ (R/10 kpc)−1 µG, is seen in the plot. It may also be
noticed that the stars and pulsars roughly obey a squared-
inverse relation, B ∼ 1012(R/10 km)−2 G, suggestive of
frozen-in amplification during stellar collapses.

The strongest magnetic field observed so far in the uni-
verse reaches ∼1013 G, for magnetars among neutron stars.
It is several orders of magnitude stronger than that achieved
in laboratories. Magnetic fields in the interstellar medium
(ISM) are on the order of several µG, and those in the
intra-cluster medium (ICM) are often observed as having

Fig. 1. Cosmic magnetic fields from the strongest to weakest, for com-
pact to large-scale objects in the universe. The horizontal and ver-
tical axes represent the object size, R, and the magnetic field strength,
B, respectively. Dashed lines indicates power-laws with indices of −1
and −2.

the strength of about a µG. The largest-scale, and hence
the weakest, non-ordered magnetic fields may permeate the
intergalactic medium (IGM) in the large-scale structure of
the universe, whilst the study of them is a challenging sub-
ject for cosmology as well as for polarization technology in
radio and far-infrared astronomy.

Magnetic fields induce fundamental astrophysical pro-
cesses such as particle acceleration, non-thermal radiation,
polarization, and an impact on the activities of astronom-
ical objects through field tension, reconnection, instability,
and turbulence. This rich, diverse nature of magnetic phe-
nomena is explained by common theories of magnetism,
though various magnetic effects often make their appear-
ance complicated.

Magnetic fields often help the research of other sci-
ence subjects. For instance, understanding galactic magnetic
fields (GMFs) assists the study of interstellar physics such
as the formation of molecular clouds and stars. That for
spiral galaxies assists the investigation of the origin of spiral
arms. Magnetic fields around accretion disks assist high-
energy cosmic jets. Inter-galactic magnetic fields (IGMFs)
in the ICM and IGM are one of the keys to understanding
the acceleration mechanism of the high-energy cosmic rays
(CRs). The deepest magnetic fields may preserve informa-
tion about the early universe, so that they will assist studies
of the epoch of reionization, the cosmic microwave back-
ground polarization, and ultimately the inflation and the
Big Bang of the universe.

1.2 History of cosmic magnetism research

The dawn of the contemporary magnetic view of the uni-
verse occurred when Karl G. Jansky by chance detected the
Milky Way’s radio emission in 1931. At the time, mag-
netic fields had been known only in the Earth and the
Sun, and considered in high-energy astrophysics. The emis-
sion was proved to be originating from synchrotron radia-
tion by the interaction of CR electrons and magnetic fields
(Ginzburg & Syrovatskii 1965, 1969), revealing that the
Milky Way is a huge magnetized disk embedded in a stellar
gravitational potential.

Measurements of radio emission from the sky were
extensively employed in the 1960s to estimate GMF
strengths. Observers obtained the emission in meter wave-
lengths, and hence mostly synchrotron radiation. Radio
intensities in the North Galactic Pole were used to estimate
the mean radio emissivity in the galactic disk and were used
to calculate field strength by assuming the equipartition of
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Magnetic fields and spiral arms in M51 2399

Figure 1. (a) λ3 cm (left) and (b) λ6 cm (right) radio emission at 15 arcsec resolution from VLA and Effelsberg observations, overlaid on a Hubble Space
Telescope optical image [image credit: NASA, ESA, S. Beckwith (STScI) and The Hubble Heritage Team (STScI/AURA)]. Total intensity contours in both
maps are at 6, 12, 24, 36, 48, 96, 192 times the noise levels of 20 µJy beam−1 at λ3 cm and 30 µJy beam−1 at λ6 cm. (Note that the roughly horizontal contours
at the left edge of panel (a) are artefacts arising from mosaicking the two VLA pointings.) Also shown are the B-vectors of polarized emission: the plane of
polarization of the observed electric field rotated by 90◦, not corrected for Faraday rotation, with a length proportional to the polarized intensity (PI) and only
plotted where PI ≥ 3σ PI.

companion galaxy is filled with highly polarized radio emission
(typically 15 per cent at λ6 cm). Arm 2 becomes well organized
again at larger radii (located at the western edge of Fig. 2), where
the total radio, polarized radio and CO emission perfectly coincide.

West of the central region, between Arms 1 and 2 in Fig. 4,
another polarization feature emerges which appears similar to the
magnetic arms observed e.g. in NGC 6946 (Beck & Hoernes 1996).
However, in contrast to NGC 6946, Faraday rotation is not enhanced
in the interarm feature of M51 (see Fig. 9). Some peaks of polarized
emission between Arms 1 and 2 in the south and southeast (see a
low-resolution image of Fig. 2) and may indicate the outer extension
of this magnetic arm. Inside of the inner corotation radius, located at
4.8 kpc (Elmegreen et al. 1989), this phenomenon can be explained
by enhanced dynamo action in the interarm regions (Moss 1998;
Shukurov 1998; Rohde, Beck & Elstner 1999).

3.3 Polarized radio emission from the inner arms
and central region

In the CO and Hα line emissions (Fig. 4 and the red regions in
Fig. 5), the spiral arms continue towards the galaxy centre. The
high-resolution CO map by Aalto et al. (1999) shows that the arms
are sharpest and brightest between about 25 and 50 arcsec distance
from the centre. The arms become significantly broader and less
pronounced inside a radius of about 0.8 kpc; this is inside the inner
Lindblad resonance of the inner density-wave system at r ≈ 1.3 kpc
identified by Elmegreen et al. (1989).

The polarized emission at 4 arcsec resolution (see Fig. 6) is also
strongest along the inner arms 1–2 kpc distance from the centre,
with typically 20 per cent polarization. The arm–interarm contrast
is at least four in polarized intensity (this is a lower limit as the
interarm polarized emission is below the noise level at this resolution
and we take σ PI as an upper limit for the interarm value), larger
than that of the outer arms, and is consistent with the expectations
from compression of the magnetic field in the density-wave shock
(Section 7). The contrast weakens significantly for r < 0.8 kpc.
This may be an indication that the inner Lindblad resonance of the
inner spiral density wave is at r % 0.8 kpc rather than r % 1.3 kpc
(as located by Elmegreen et al. 1989); the shock is probably weak
around the inner Lindblad resonance. In total intensity, the typical
arm–interarm contrast for the region of the inner arms is about five.
The actual contrast in the M51 disc alone may be stronger than this
if there is significant diffuse emission in the central region from a
radio halo, but this effect is hard to estimate.

In the central region, two new features appear in polarized inten-
sity which are the brightest in the entire galaxy (Fig. 6). The first
is a region 11 arcsec north of the nucleus with a mean fractional
polarization of 10 per cent and an almost constant polarization an-
gle. This feature coincides with the ring-like radio cloud observed
in total intensity at λ6 cm and at 1 arcsec resolution by Ford et al.
(1985) who also detected polarization in this region. The polarized
emission indicates that the plasma cloud expands against an exter-
nal medium and compresses the gas and magnetic field. The second
feature of similar intensity in polarization is a ridge located along

C© 2011 The Authors, MNRAS 412, 2396–2416
Monthly Notices of the Royal Astronomical Society C© 2011 RAS
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InterGalactic�Magnetic�Fields�(IGMF)
Toward�the�understanding�of�the�seed�of�the�cosmic�magnetic�fields

• Magnetic�diffusion:� �

• Hubble�radius:� �

• Zeeman�splitting�of�21�cm�absorption�line�in�
quasar�spectra�(Heiles�&�Troland�’04).�

• Faraday�rotation�in�quasars� � 
(Kronberg�&�Simard-Normandin�’76;�Blasi+’99).�

• Deflection�of�UHECRs�(Lee+’95).�

• Distortion�on�the�CMB�measurements�(e.g.,�
Jedamzik+’00;�Barrow+’97;…)

λcoh ≥ λdiff =
tH

4πσ
≃ 1013 cm

λcoh ≤ RH

RM ≤ Δχ/Δλ2 ∝ BIGMFne

lation length of EGMF which come mostly from radio
observations. In Sec. III we discuss limits on the cosmo-
logical magnetic fields from cosmology. Then, in Sec. IV
we compare the existing bounds to the theoretical predic-
tions of two classes of models (’’astrophysical’’ vs ‘‘cos-
mological’’ models) of the seed fields and show that model
predictions normally fall largely below the existing
bounds. In Secs. V, VI, VII, VIII, and IX we first summa-
rize the methods of measurement of EGMF with !-ray
telescopes and then estimate the ranges of EGMF parame-
ters which can be probed with different observational
techniques and different telescopes. Finally, in Sec. X we
draw conclusions from our study.

II. EXISTING LIMITS ON THE EGMF

Contrary to the magnetic fields in galaxies and galaxy
clusters, magnetic fields in the IGM have never been
detected. Only upper limits, obtained by different observa-
tion techniques, exist. In this section we review the existing
observational limits on the EGMF strength.

In the simplest settings, the EGMF configuration can be
characterized by two parameters: the field strength, B, and
the correlation length, "B.

1 It turns out that limits on B
imposed by different observations depend on "B. This
means that the limits could be presented as an ‘‘exclusion
plot’’ in ðB;"BÞ parameter space, shown in Fig. 1.

Magnetic fields in IGM decay due to magnetic diffusion
over the cosmological time on the distance scales [7]

"diff ¼
ffiffiffiffiffiffiffiffiffiffi
TH

4#$

s
$ 2% 1013 cm; (1)

where TH is the Hubble time and $ ’ 1011 s&1 is the
conductivity of the Universe after recombination. This
means that the correlation length of EGMF is limited
from below to "B ' "diff . At the same time, there are no
known upper bounds on "B and a natural bound is only set
by the size of the visible part of the Universe, "B ( RH,
where RH is the Hubble radius. The lower and upper
bounds on "B are shown as vertical lines in Fig. 1.

A. Zeeman splitting

A straightforward upper bound on the EGMF strength
can be found from the measurements of Zeeman splitting
of 21 cm absorption line in the spectra of distant quasars,
which are used to infer the magnetic field in the MilkyWay
galaxy [19]. The magnetic fields measured via Zeeman
splitting are usually in the range 1–100 %G and are com-
monly attributed to the field in the Milky Way [19] or in

other galaxies (see e.g [20] for detection of 84 %G mag-
netic field in a galaxy at redshift z ’ 0:7). Measurements of
$%G galactic magnetic fields via Zeeman splitting tech-
nique rule out the possibility of existence of still stronger
magnetic fields in the IGM. The limit from Zeeman split-
ting measurements, obviously, does not depend on "B and
is shown as a horizontal (weakest) upper bound on B in
Fig. 1.

B. Faraday rotation

Measurements of Faraday rotation of polarized radio
emission from distant quasars provide a possibility of
detection of EGMF of the strength somewhat lower than
the one accessible for the ‘‘direct’’ measurements via
Zeeman splitting. The rotation measure RM ¼ !&=!"2

(!& is the change of the polarization angle between the
wavelengths " and "þ!") is proportional to the product
of magnetic field component along the line of sight, Bk and
the electron density of the IGM ne [6]

FIG. 1 (color online). Observational limits on EGMF. Cyan
shaded region shows the upper limit on B imposed by the
Zeeman splitting measurement, the lower bound on the correla-
tion length imposed by the magnetic diffusion and the upper
bound on correlation length given by the Hubble radius. Orange
shaded region shows the limit from Faraday rotation measure-
ments. Filled orange region shows the limit derived in the
Ref. [24], while the orange-hatched region is the limit derived
in the Ref. [22]. Magenta line shows limit which can be imposed
by observations of deflections of UHECR [25]. Violet vertical-
hatched regions and the arrows at "B $ 0:5 Mpc and "B $ RH

show the limits imposed on cosmologically produced fields by
the CMB observations [37,38,41,46]. Black ellipses show the
ranges of measured magnetic fields in galaxies and galaxy
clusters.

1A third important parameter is the volume filling factor V of
magnetic fields of a given strength B and correlation length "B
Omitting this parameter we restrict ourself to the task of the
search of the ‘‘dominant’’ EGMF, with volume filling factor
V $ 1

A. NERONOVAND D.V. SEMIKOZ PHYSICAL REVIEW D 80, 123012 (2009)

123012-2
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Gamma-ray�measurements�can�constrain�IGMF
Pairs�Generate�Cascade�Emission • Primary�γ-rays�are�attenuated�by�

EBL:� �

• Pairs�scatters�CMBs�as�secondary�
γ-rays:� �

• Energy�is�

�

• Magnetic�field�can�deflect�the�
trajectory�of�pairs.�

• Secondary�signals�strongly�
depends�on�IGMF�(e.g.,�Plaga�‘95).

γTeV + γEBL → e+ + e−

e± + γCMB → e± + γGeV

E2nd ≃
4
3
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e ECMB ≃ 0.8 ( E1st

1TeV )
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EBLEBL
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Time�Delay�of�Secondarys
Dai+’02;�Fan+’04;�Murase+’08,,,,

• Activity�Timescale�

• �

• Angular�Spreading�

• �

• IC�Cooling�

• �

• Magnetic�Deflection�

• �

• Deflection�Angle 

�

• �is�the�coherent�length�of�
IGMF.�

• Delay�Timescale:�

Δtflare ≃ min − Myr

ΔtAng ≃
λγγ

2γ2
e c

≃ 103 ( γe

106 )
−2

( nEBL

0.1 cm−3 )
−1

s

ΔtIC ≃
λIC

2γ2
e c

≃ 40 ( γe

106 )
−3

s

ΔtB ≃
λIC

c
θ2

B ≃ 6 × 103 ( γe

106 )
−5

( BIGMF

10−20 G )
2

s

θB ≃ max [ λIC

RL
,

(λICλcoh)1/2

RL ]
λcoh

Δt = max[Δtflare, ΔtAng, ΔtIC, ΔtB]
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Figure 1. Sketch of the geometry of the process. A photon with energy ETeV
TeV, emitted at angle θ1 ! θj to the line of sight, interacts with an EBL photon
to create an electron–positron pair with Lorentz factor γ = 106γ6. The lepton
is deflected through angle θdfl and scatters a CMB photon to energy EGeV GeV,
which is observed as a source photon by the Fermi LAT if it is detected at
an angle θ < θpsf (EGeV) to the source. The underlying simplifying kinematic
relation in the semi-analytic model is γ6 ≈ ETeV ≈

√
EGeV.

Table 1
Derived Limits on BIGMF for the Source 1ES 0229+200

1ES 0229+200 θj (rad) BIGMF (G)

Neronov & Vovk (2010) π " 3 × 10−16

Tavecchio et al. (2011) 0.1 " 5 × 10−15

Tavecchio et al. (2010a) 0.03 " 2 × 10−15

Dolag et al. (2011) 0.1 " 5 × 10−15

provided that the photon is detected at an angle

θ = λγγ (ETeV)θdfl(EGeV)
d

< θpsf(EGeV) (3)

to the source. Note that the deflection angle depends on either
the primary photon energy ETeV or Compton-scattered photon
energy EGeV, since they are related by EGeV ≈ E2

TeV, as we now
show.

The average CMB photon energy at low redshift is ε0 ≈
1.24 × 10−9 in mec

2 units, so that the mean Thomson-scattered
photon energy is εT ≈ (4/3)ε0γ

2, where γ ∼= ETeV/(2mec
2)

implies γ6 ∼= 0.98ETeV. Thus, an electron with Lorentz factor
γ scatters CMB radiation to photon energy E when γ6 ∼=
ETeV ∼= 1.1

√
EGeV. The characteristic length scale for energy

losses due to Thomson scattering is λT = 3mec
2/4σTuCMBγ =

(0.75/γ6) Mpc, where uCMB ∼= 4 × 10−13 erg cm−3 is the CMB
energy density at low redshifts. While losing energy, the electron
is deflected by an angle θB ∼= λT/rL in a uniform magnetic field
of strength BIGMF = 10−15B−15 G oriented perpendicular to the
direction of motion of the electron, where the Larmor radius
rL = mec

2γ /eB ∼= 0.55(γ6/B−15) Mpc. Thus, the deflection
angle for an electron losing energy by scattering CMB photons
to energy E in a uniform field is θB = λT/rL ∼= 1.1B−15/EGeV.
Introducing a coherence length λcoh that characterizes the typical
distance over which the magnetic field direction changes by
≈π/2, then the deflection angle

θdfl ≡ wθB , with w =
{

1 if λT < λcoh√
λcoh
λT

, if λT > λcoh.
(4)

For 1ES 0229+200, TeV radiation has been detected to
energies E ! 12 TeV (Aharonian et al. 2007), with an ≈15%
error in the energy measurement. An uncertainty in the analytic
treatment is that the mean free path λγγ (ETeV) varies by a factor
of ≈2 between z → 0 and z = 0.14, and between different EBL
models. For instance, the EBL model of Finke et al. (2010) gives
λγγ (E) ∼= 200 Mpc, 125 Mpc, and 70 Mpc at E = 1, 3, and
10 TeV, respectively, and a low EBL model based on galaxy
counts (Kneiske & Dole 2010) gives λγγ (E) ∼= 280 Mpc,
150 Mpc, and 85 Mpc, respectively. For analytic estimates,

we write λγγ = 100λ100 Mpc, though we use the accurate
energy dependence of λγγ (ETeV) in the numerical calculations.
The importance of pair cascade radiation with angular extent
broader than the Fermi LAT psf depends on the value of

λpsf

λγγ

∼=
dθpsf(EGeV)/θdfl

λγγ

∼=
τγ γ (ETeV)θpsf(EGeV)

θdfl
, (5)

where λpsf is the effective distance a primary photon would have
to travel to make a GeV photon detected at the edge of the Fermi
psf given the parameters of the intergalactic medium. The value
of θpsf(EGeV), taken here as the 95% Fermi LAT confinement
angle, is from the Fermi LAT instrument performance page7

(see also Rando 2009; Taylor et al. 2011). For the EBL model
of Finke et al. (2010), the cascade emission can be treated as a
point source when B−15 ( 0.05E0.6

GeV for 0.2 ! EGeV ! 20.
For a source at distance d = dGpc Gpc, with dGpc ∼ 1

corresponding to z ∼ 0.2, the time delay for emission observed
at angle

θ ∼= 0.01
λ100

dGpc

(
B−15w

E/10 GeV

)
(6)

from the line of sight is given from Equation (2) by

∆t(yr) ∼= 2 × 106 λ100

(
B−15w

E/10 GeV

)2

. (7)

Short delay times are restricted to conditions of small BIGMF and
large E where, as just seen, extended pair halo emission can be
neglected.

Equation (7) shows that small time delays are implied when
λγγ is small and λpsf/λγγ > 1. When λγγ ! λT, an additional
delay ≈λTθ2

dfl/c arises during the time that the electrons are
losing energy and being deflected by the IGMF (Murase et al.
2008; Ichiki et al. 2008; Razzaque et al. 2004). Such small
values of λγγ ∼ 1 Mpc are only relevant at low redshifts for
"100 TeV photons that pair-produce within ≈1 Mpc of their
source, where the magnetic field may not be representative of
the dominant volume of the voids.

3. γ RAY DATA OF 1ES 0229+200

The TeV blazar 1ES 0229+200, which provides some of
the strongest constraints on the lower limit to the IGMF field
strength, was observed with HESS (Aharonian et al. 2007) in
2005 and 2006 and with VERITAS (Perkins 2010) in 2009
October–2010 January. No evidence for variability of the TeV
flux has been reported, so the observations give an average TeV
flux from this source on timescales of ≈3 yr, though with poor
sampling. The HESS and preliminary VERITAS data (Perkins
2010) are shown in Figure 2 by the blue open circles and red
squares, respectively.

Fermi LAT upper limits on TeV blazars were reported pre-
viously (Abdo et al. 2009, 2010). Here we reanalyze the Fermi
LAT data for 1ES 0229+200 collected from 2008 August 4
to 2010 September 5 in survey mode. To minimize systemat-
ics, only photons with energies greater than 100 MeV were
considered in this analysis. In order to avoid contamination
from Earth-limb γ rays, a selection on events with zenith an-
gle < 105◦ was applied (Atwood et al. 2009). This analysis
was performed using the standard likelihood analysis tools that
are part of the Fermi ScienceTools software package (version

7 http://www-glast.slac.stanford.edu/software/IS/glast_lat_performance.htm
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Figure 2. Model of cascade-radiation spectrum, Equation (8), applied to HESS,
VERITAS, and Fermi observations of 1ES 0229+200, using model spectra (dot-
ted curves) and EBL model of Finke et al. (2010) to give attenuated source spec-
trum. (a) Cascade spectra for 1ES 0229+200 assuming persistent TeV emission
at the level observed with HESS and VERITAS, for different values of BIGMF
and λcoh = 1 Mpc (solid) or λcoh = 100 kpc (dot-dashed). The psf constraint
for the λcoh = 1 Mpc case is shown by the dashed curves. Cascade spectra
when source radiates TeV flux for 3 yr with constant average spectrum given
by power law with νFν index = 4/5 for source spectrum with superexponential
cutoff ∝ exp[−(E/5 TeV)2] (b) and exponential cutoff ∝ exp(−(E/10 TeV)
(c) are shown for the case λcoh = 1 Mpc with different values of BIGMF, as
labeled.

v9r15p5).8 The P6_V3_DIFFUSE set of instrument response
functions was used. Photons were selected in a circular re-
gion of interest (ROI) 10◦ in radius, centered at the position
of 1ES 0229+200. The isotropic background, including the sum
of residual instrumental background and extragalactic diffuse
γ -ray background, was modeled by fitting this component at
high galactic latitude (isotropic iem v02.txt, available from the
FSSC Web site). The Galactic diffuse emission model version
“gll_iem_v02.fit” was used in the analysis. The profile like-
lihood method (Rolke et al. 2005) was used to extract 95%
confidence level upper limits at the location of 1ES 0229+200
assuming a power-law energy distribution with photon index =
2, all 1FGL point sources lying within the ROI being mod-
eled with power-law distributions. The upper limits shown in
Figure 2 are obtained in the energy bins 0.1–1 GeV, 1–3 GeV,
3–10 GeV, 1–10 GeV, and 10–100 GeV.

4. MODEL FOR CASCADE RADIATION

The limits on the IGMF can be established by employing a
simple semi-analytic model for the cascade-radiation spectrum.
Using the notation that fε = νFν at dimensionless photon
energy ε, and that each photon is attenuated into a pair with
each electron taking one-half the original photon’s energy, then
a straightforward derivation gives

fεs
= 3

2

(
εs

ε0

)2 ∫ ∞

max[
√

εs /4ε0,γdfl,γ (∆teng)]
dγ γ −4

(
1 − εs

4γ 2ε0

)

×
∫ ∞

γ

dγi

fε{exp[τγ γ (ε, z)] − 1}
ε2

, (8)

where γi = ε/2. The interior integrand represents the fraction
of deabsorbed source photon flux converted to pairs and the
exterior integral represents the Compton-scattered spectrum
from cooled electrons (cf. Razzaque et al. 2004; Murase et al.
2008; Ichiki et al. 2008). The opacity due to EBL attenuation for
photons with measured dimensionless energy ε from a source
at redshift z ' 1 is τγ γ (ε, z) and depends on the EBL model.

Equation (8) employs the isotropic Thomson kernel, with
the CMB radiation approximated as a monochromatic radiation
field, but the results in Figure 2 are also integrated over the en-
ergy distribution of the blackbody radiation field. The use of the
Klein–Nishina kernel makes negligible difference for photons
with energy !50 TeV. In the three terms in the lower limit of the
exterior integration, the first gives the kinematic minimum elec-
tron Lorentz factor to scatter a CMB photon to energy εs . The
second is the value of the deflection Lorentz factor γdfl obtained
by equating the Thomson cooling time and the timescale θjrL/c
when the electron is deflected outside the photon beam of open-
ing angle θj. The third limit, γ (∆teng), represents the Lorentz
factor to which electrons have cooled after the blazar engine has
been operating for time ∆teng and follows from Equation (2) by
solving ∆t(γeng) < ∆teng for γeng = γ (∆teng). Here we approx-
imate λγγ (ETeV) ≈ d/τγ γ (ETeV) Mpc, using a fit to the Finke
et al. (2010) EBL model for 1ES 0229+200. A calculation with
λγγ (ETeV) ≈ d/(2τγ γ (ETeV)) Mpc gives similar results. Only
the first generation of cascade emission attenuated by the factor
exp[−τγ γ (ε1, z)] is shown here.

Results of calculations using this simplified analytic model
are shown in Figure 2. Figure 2(a) is a calculation where
the blazar engine operates for indefinitely long times, with

8 http://fermi.gsfc.nasa.gov/ssc/
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from the individual p-values for each source, Paccept,k, where Ns

is the number of sources. Fisher’s method assures that the TS is
distributed as a χ2 distribution with 2Ns degrees of freedom.
This χ2 distribution is integrated, giving the overall p-value of
acceptance, Paccept,com. We choose to present the combined
results for rejecting a model as the equivalent number of sigma
for which the model is rejected if the errors were distributed as
a normal distribution. That is, the number of sigma a model is
rejected is 4 � � P2 erf .1

accept,com( )

4. RESULTS

4.1. Results with Conservative Assumptions

Here we show the results for our conservative assumptions.
We choose a jet opening angle of θj = 0.1 rad, roughly
consistent with values from VLBI measurements (Jorstad
et al. 2005), and the EBL model from (Finke et al. 2010, their
“model C”). For the calculation of Fcascade,min we use tblazar = 3
years and Emax equal to the central energy of the maximum
observed bin from the IACTs. This tblazar is the typical time
between observations for the objects in our sample, and the
typical time for which we know the sources are not variable.
For calculation of Fcascade,max we use tblazar = 1/H0, i.e., we
assume the blazar has been emitting VHE γ-rays at the level
currently observed for the entire age of the universe; and
Emax = 100 TeV. For calculation of Fcascade,max the deabsorbed
VHE points are fit with a power law and extrapolated to
100 TeV to calculate the cascade component. The VHE
spectrum is assumed to have a hard cutoff at Emax. That is,
this assumes that the source does not emit any γ-rays
above Emax.

Our conservative results can be seen in Figure 4. One can see
that high magnetic field values (B  10−12 G for LB  1Mpc)
are not significantly ruled out, while low values (B  10−16 G
at 10−10 Mpc; B  10−21 G for LB  1Mpc) are ruled out at
≈7.2σ. For LB  1Mpc, the allowed B is essentially
independent of LB, since above this LB the electrons will lose
most of their energy from scattering within a single coherence
length. For LB  1Mpc, the allowed B goes as r �B LB

1 2 due
to the random change in direction of B, and hence the direction
of the electrons’ acceleration, as they cross several coherence

lengths. This overall dependence of the constraints on B and LB
has been pointed out previously by Neronov & Semikoz (2009)
and Neronov & Vovk (2010). There is a strange shape in the
contours at 1–10Mpc due to this transition region, and due to
the coarseness of our grid, which is one order of magnitude in
both B and LB.
Low magnetic field values are inconsistent with the data at

>5σ. We consider this to be quite a significant constraint. Since
many authors (e.g., Neronov & Vovk 2010; Dermer
et al. 2011) have ruled out low B values if the cascade
component is above the LAT 2σ upper limits, those authors are
implicitly ruling out the B values at the 2σ level. The high
magnetic field values are not significantly ruled out. The most
constraining sources in our sample for low B values turned out
to be 1ES 0229+200, 1ES 0347–121, and 1ES 1101–232, all
of which individually ruled out low B values at 4.5σ.
Our lower limits on B are lower than what many previous

authors have found in a similar fashion, but assuming tblazar= 1/
H0 (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010, 2011;
Dolag et al. 2011). We compute a constraint with this less
conservative assumption on tblazar below in Section 4.3 for
comparison. Several authors have constrained the IGMF to be
B  10−18 G for LB = 1Mpc by using a shorter tblazar as we do
(e.g., Dermer et al. 2011; Taylor et al. 2011; Vovk et al. 2012).
Our lower limits are generally consistent with these authors,
although slightly lower (B > 10−19 G). The minor difference
could be due to the fact that we assume a sharp cutoff at high
energies in the intrinsic spectrum at the maximum VHE energy
bin observed from a source, while other authors extrapolate
above this energy in some way, typically with an exponential
form. This makes our results more conservative.

4.2. Robustness

In general, we consider our assumptions, and the results
found in Section 4.1, to be quite reasonable, and indeed quite
conservative. However, to be thorough, we have tested the
robustness of these results by varying some of the assumptions,
particularly those that would weaken the constraints, and
seeing if this made a significant difference in our results.
The first item we explored is the EBL model. One would

expect that the parameter space will be ruled out with greater
significance if a more intense and absorbing EBL model is
used, while it would be ruled out with lesser significance if a
less intense EBL model is used. We performed simulations for
a less intense EBL model, namely the model of Kneiske &
Dole (2010). This model was designed to be as close as
possible to the observed lower limits on the EBL from galaxy
counts; however, note that for some regions of parameter space,
other EBL models predict less absorption. The results can be
seen in Figure 5. The low B values are ruled out at 5.5σ, while
the high B values are still unconstrained. We also performed
simulations with the model of Franceschini et al. (2008), which
has a similar overall normalization as the Finke et al. (2010)
model, but its SED has a bit different shape. With this model
we found that low B values are ruled out at 6.7σ, and high B
values are again unconstrained.
There has been some evidence in recent years that the source

1ES 0229+200 is variable at VHE energies (Aliu et al. 2014),
as is 1ES 1218+304. We have therefore left out these sources
when computing our constraints, and the results can be seen in
Figure 6. Similar regions of parameter space are ruled out, but
at much less significance; low values of B are ruled out at 6.0σ.

Figure 4. Values of parameter space of B and LB ruled out for the combined
conservative results of Section 4.1 for all of our objects. The contours represent
the significance a particular region of parameter space is ruled out, in number
of sigma, as indicated by the bar. These constraints assume the Finke et al.
(2010) EBL model and θj = 0.1 rad.
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where μw (μΓ) is the measured Flog10 LAT( ) (Γ), σw (σΓ) is the
standard error from the power-law fit to the LAT data for

Flog10 LAT( ) (Γ), and ρ is the correlation coefficient between
Flog10 LAT( ) and Γ (i.e., the covariance is ρσwσΓ). The error in
Flog10 LAT( ) is calculated from the error in the flux (TFLAT)

with T T� F ln 10 .w F LATLAT ( ( ))
For the >1 GeV spectra, where a gamma distribution best

represented the flux from the power-law fit, we created an
ad hoc bivariate probability distribution based on a gamma
distribution. It is given by
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where μF (μΓ) is the measured FLAT (Γ), and σF (σΓ) is the
standard error from the power-law fit to the LAT data for FLAT
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is the standard gamma function. This distribution was
constructed to resemble a gamma distribution for FLAT, a
normal distribution for Γ, preserve the correlated errors of a
bivariate normal distribution, be normalized to unity, and
reduce to a bivariate normal distribution for B � 1.F The latter
two properties are explored in Appendix B. This bivariate PDF
is not unlike the gamma-normal distribution explored by
Alzaatreh et al. (2014), although their distribution does not
preserve the correlation between the two variables, so it is not
useful for our purposes.
The errors on the flux of each VHE bin are assumed to be

described by a normal (Gaussian) distribution, given by
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where FVHE is the randomly drawn flux in that energy bin, and
NFVHE

and TFVHE are the reported flux and measurement error,
respectively.

3.5. Combined Constraints

For a given model (Step 1 in Section 3.3), we wish to
combine the constraints from all of our objects (Table 1) to
provide the strongest constraint possible for a given model.
Since the results for different objects are entirely independent,
this is done with Fisher’s method (Fisher 1925; Mosteller &
Fisher 1948). We first created a TS for all the sources,

�� �
�

TS P2 ln
k

N

0
accept,k

s ( )

Figure 3. PDF for the >100 MeV flux for 1ES 1101–232 as determined from
the LL plotted with several functional forms of the PDF: a normal distribution,
a log-normal distribution, and a gamma distribution.

Figure 2. Illustration of many of the steps in our method for ruling out models
from Section 3.3, using the γ-ray spectrum for 1ES 1101–232. The LAT
spectrum is shown as the bowtie, along with this spectrum extrapolated to the
VHE regime as the dashed curves. The observed HESS spectrum is shown as
the filled squares. The randomly drawn HESS points are shown as empty
diamonds (FVHE) and the randomly drawn LAT spectrum is shown as a line,
both of which are labeled “Step 2.” The deabsorbed points are shown as the
circles (FVHE,int) and labeled “Step 3.” The cascaded component and the
interpolated VHE spectrum used to calculate it are shown as dashed curves
labeled “Step 4.” The LAT spectrum extrapolated into the VHE regime is
shown as the dashed line labeled “Step 5.” For the MC iteration shown here,
the model is ruled out by both criteria in Step 5, since FLAT < Fcascade and for
several points FLAT,ext < FVHE,int.
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tension with the assumption adopted here that the spectral
parameters of the point sources are allowed to vary from the
broadband energy fit by a maximum of 5σ in each energy bin.
However, we do allow for curvature in the spectra by using a
log-parabola in addition to the exponential cutoff. As can be
seen from Figures 16, 18, and 19, large values of β are not
preferred.

Under the assumption that the considered blazars have
been active for more than 10 years, our limits agree with the
values found in a recent study by the VERITAS collabor-
ation(Archambault et al. 2017b). That study places a lower
limit on the IGMF strength, which lies between ∼5×10−15

and ∼7×10−14 G (for coherence lengths larger than the
inverse-Compton cooling length) due to the absence of a
broadening of the angular distribution of γ-rays from the source
1ES 1218+304. The limits also agree with H.E.S.S. measure-
ments from PKS 2155–305 that ruled out IGMF strengths of
(0.3–3)×10−15 G for λ=1Mpc(Abramowski et al. 2014).
Both of these studies assumed blazar activity times long
enough for the pair halo to be observable with IACTs.

For an activity time t>104 years, our analysis also excludes
B field values suggested in Chen et al. (2015b), where hints for
a helical IGMF were found from correlations of arrival
directions of diffuse γ-rays. It should be noted, however, that
the cascade flux and spatial extension depend on the helicity of
the IGMF, which is not included in the ELMAG 1D
simulation(Alves Batista et al. 2016). We cannot confirm
hints for pair halos as found in Chen et al. (2015a) with our
stacking analysis nor with our dedicated IGMF analysis, which
rules out the values suggested therein. Likely reasons for this
discrepancy are the use of the updated Pass 8 instrumental
response and the usage of the dedicated PSF event classes in
the present analysis (cf. Section 2). Furthermore, we run
dedicated source-finding algorithms, providing a complete
modeling of each ROI, while the analysis in Chen et al. (2015a)
relied on the two-year LAT point source catalog.

The obtained limits are on the same order of magnitude as
the projected exclusion limits for the future CTA presented in
Meyer et al. (2016), which, however, only took the spectral
features of the cascade into account and only used simulated
observations from four blazars.

6. Conclusions

We have presented the first Fermi catalog of high-latitude
( � n∣ ∣b 5 ) extended sources (FHES) for energies between
1GeV and 1TeV. Using the improved Pass 8 event
reconstruction and data analysis, we are able to identify 24
extended sources, 19 of which are identified as such for the
first time.
We are able to associate 5 of the 19 new sources with

counterparts from multiwavelength catalogs. We identify
two SNRs (SNRG119.5+10.2 and SNRG332.5−05.6) and
emission beyond the WMAP template in the radio lobes
of CenA. We also find evidence for extension of �Rext
n o n o n0 .030 0 .003 0 .007 from the Crab Nebula. Even though

the detection is not significant when systematic uncertainties
of the PSF are taken into account, it should be noted that
the measured extension agrees well with predictions from
synchrotron self-Compton emission scenarios and is not
observed in blazars with a similar flux above 10GeV
(Mkn 421, PG 1553+113, and PKS 2155−304). It is also in
accordance with the extension recently reported by the H.E.S.S.
collaboration(Holler et al. 2017). Furthermore, we have found
evidence for extended γ-ray emission toward three SFRs
(NGC 7822, NGC 1579, and IC 1396). However, NGC7822
and NGC1579 have been identified as spurious via limitations
in the IEM. IC1396 remains as a tentative association.
Three of the five unassociated newly discovered extended

sources have hard spectra with Γ  2, suggesting an association
with an SNR or PWN. However, our search for radio, X-ray,
or TeV counterparts in archival data was inconclusive.
Among these objects, we identify FHESJ1723.5−0501 and
FHESJ1741.6−3917 as the two most promising SNR candi-
dates. Follow-up observations at other wavelengths are encour-
aged in order to identify the origin of the γ-ray emission.
None of the newly discovered extended sources are located

at a Galactic latitude � n∣ ∣b 20 , and the only extragalactic
sources reported here have been previously identified as
extended (including M 31, Fornax A, and the Cen A lobes).
After correcting for trials, we do not find evidence of extended
emission in high-latitude sources whether considered indivi-
dually or as a population. This is also true for the sample of 38
IACT-detected blazars in the sample of Biteau & Williams
(2015). Among the sources in this sample, PKS1510−08

Figure 17. Ninety-five percent lower limits on the field strength of the IGMF for θjet=6°. Left: exclusions for tmax=10 years for individual sources. Right:
combined exclusion limits for different blazar activity times. The solid lines indicate the combined limits if the sources 1ES 0229+200 and 1ES 1218+304 are
excluded from the sample. Above the blue dashed line, the small angle approximation adopted by ELMAG breaks down for an increasing number of cascade photons
(cf. Equation (8), where an energy of 1 GeV has been assumed for the cascade photons).
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tension with the assumption adopted here that the spectral
parameters of the point sources are allowed to vary from the
broadband energy fit by a maximum of 5σ in each energy bin.
However, we do allow for curvature in the spectra by using a
log-parabola in addition to the exponential cutoff. As can be
seen from Figures 16, 18, and 19, large values of β are not
preferred.

Under the assumption that the considered blazars have
been active for more than 10 years, our limits agree with the
values found in a recent study by the VERITAS collabor-
ation(Archambault et al. 2017b). That study places a lower
limit on the IGMF strength, which lies between ∼5×10−15

and ∼7×10−14 G (for coherence lengths larger than the
inverse-Compton cooling length) due to the absence of a
broadening of the angular distribution of γ-rays from the source
1ES 1218+304. The limits also agree with H.E.S.S. measure-
ments from PKS 2155–305 that ruled out IGMF strengths of
(0.3–3)×10−15 G for λ=1Mpc(Abramowski et al. 2014).
Both of these studies assumed blazar activity times long
enough for the pair halo to be observable with IACTs.

For an activity time t>104 years, our analysis also excludes
B field values suggested in Chen et al. (2015b), where hints for
a helical IGMF were found from correlations of arrival
directions of diffuse γ-rays. It should be noted, however, that
the cascade flux and spatial extension depend on the helicity of
the IGMF, which is not included in the ELMAG 1D
simulation(Alves Batista et al. 2016). We cannot confirm
hints for pair halos as found in Chen et al. (2015a) with our
stacking analysis nor with our dedicated IGMF analysis, which
rules out the values suggested therein. Likely reasons for this
discrepancy are the use of the updated Pass 8 instrumental
response and the usage of the dedicated PSF event classes in
the present analysis (cf. Section 2). Furthermore, we run
dedicated source-finding algorithms, providing a complete
modeling of each ROI, while the analysis in Chen et al. (2015a)
relied on the two-year LAT point source catalog.

The obtained limits are on the same order of magnitude as
the projected exclusion limits for the future CTA presented in
Meyer et al. (2016), which, however, only took the spectral
features of the cascade into account and only used simulated
observations from four blazars.

6. Conclusions

We have presented the first Fermi catalog of high-latitude
( � n∣ ∣b 5 ) extended sources (FHES) for energies between
1GeV and 1TeV. Using the improved Pass 8 event
reconstruction and data analysis, we are able to identify 24
extended sources, 19 of which are identified as such for the
first time.
We are able to associate 5 of the 19 new sources with

counterparts from multiwavelength catalogs. We identify
two SNRs (SNRG119.5+10.2 and SNRG332.5−05.6) and
emission beyond the WMAP template in the radio lobes
of CenA. We also find evidence for extension of �Rext
n o n o n0 .030 0 .003 0 .007 from the Crab Nebula. Even though

the detection is not significant when systematic uncertainties
of the PSF are taken into account, it should be noted that
the measured extension agrees well with predictions from
synchrotron self-Compton emission scenarios and is not
observed in blazars with a similar flux above 10GeV
(Mkn 421, PG 1553+113, and PKS 2155−304). It is also in
accordance with the extension recently reported by the H.E.S.S.
collaboration(Holler et al. 2017). Furthermore, we have found
evidence for extended γ-ray emission toward three SFRs
(NGC 7822, NGC 1579, and IC 1396). However, NGC7822
and NGC1579 have been identified as spurious via limitations
in the IEM. IC1396 remains as a tentative association.
Three of the five unassociated newly discovered extended

sources have hard spectra with Γ  2, suggesting an association
with an SNR or PWN. However, our search for radio, X-ray,
or TeV counterparts in archival data was inconclusive.
Among these objects, we identify FHESJ1723.5−0501 and
FHESJ1741.6−3917 as the two most promising SNR candi-
dates. Follow-up observations at other wavelengths are encour-
aged in order to identify the origin of the γ-ray emission.
None of the newly discovered extended sources are located

at a Galactic latitude � n∣ ∣b 20 , and the only extragalactic
sources reported here have been previously identified as
extended (including M 31, Fornax A, and the Cen A lobes).
After correcting for trials, we do not find evidence of extended
emission in high-latitude sources whether considered indivi-
dually or as a population. This is also true for the sample of 38
IACT-detected blazars in the sample of Biteau & Williams
(2015). Among the sources in this sample, PKS1510−08

Figure 17. Ninety-five percent lower limits on the field strength of the IGMF for θjet=6°. Left: exclusions for tmax=10 years for individual sources. Right:
combined exclusion limits for different blazar activity times. The solid lines indicate the combined limits if the sources 1ES 0229+200 and 1ES 1218+304 are
excluded from the sample. Above the blue dashed line, the small angle approximation adopted by ELMAG breaks down for an increasing number of cascade photons
(cf. Equation (8), where an energy of 1 GeV has been assumed for the cascade photons).
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Figure 2. E > 1 GeV band images of the sky region around TeV blazars with
jets inclined at θobs = 0◦, θobs = 3◦, θobs = 6◦, and θobs = 9◦ (left to right).
The jet opening angle is Θjet = 3◦ and the EGMF strength is B = 10−16 G.
The spacing of the coordinate grid is 2◦; the color scale is logarithmic in surface
brightness: yellow corresponds to the maximal surface brightness and black
corresponds to the surface brightness less than 10−3 of the maximal value.
(A color version of this figure is available in the online journal.)

10.10.010.001

Figure 3. E > 1 GeV band images of the sky region around TeV blazars with
Θjet = θobs = 3◦ for different values of the EGMF strength. From left to right:
10−17 G, 10−16 G, 10−15 G, 10−14 G.
(A color version of this figure is available in the online journal.)

For magnetic fields stronger than B ∼ 10−15 G, the size of
the extended source reaches ten(s) of degrees. In this case, the
extended source could significantly contribute to the diffuse
γ -ray background.

Cascade emission coming from regions with angular dis-
tance θ ! 1◦ to the primary source is delayed by Tdelay ∼
105–107 yr compared to the direct emission from the source.
This means that “echoes” from periods of enhanced activity of
the source (e.g., an enhanced accretion rate following major
merger episodes), which happened all along the lifetime of an
AGN some time T ago, could enhance the flux at the distance
θ $ 1.◦7[T/106 yr][(θobs + Θjet)/5◦] from the source.

Figure 4 shows a time sequence of E > 1 GeV band images
of the sky region around a TeV source at different times after a
short episode of TeV γ -ray emission. One can clearly see that
the emission at large angular distances is delayed by up to 107 yr.

10.10.010.001

Figure 4. E > 1 GeV band images of the sky region around a TeV blazar
with Θjet = θobs = 3◦ at different times following instantaneous injection
of 1 TeV γ -rays at the source. From left to right: images in time intervals
0 < Tdelay < 105 yr, 105 yr <Tdelay < 106 yr, 106 yr <Tdelay < 3 × 106 yr,
and 3 × 106 yr < Tdelay < 107 yr after the outburst. B = 10−16 G.
(A color version of this figure is available in the online journal.)

The flux coming from the region at an angular distance θ from
the point source is proportional to the source flux averaged over
the period Tdelay. Therefore, it is possible that GeV γ -rays are
detectable today from an AGN which was active some 107 yr
ago, but at present it is no longer active. In this case, a GeV
source would be classified as “unidentified”: the parent AGN
(1) could not be identified as an AGN in the optical, X-ray, and
TeV γ -ray bands or (2) the GeV source is displaced from the
position of the parent AGN. The characteristic feature of such
an unidentified “AGN remnant” is the absence of counterparts
at lower energies: If the GeV γ -rays are produced by e+e− pairs
deposited in the intergalactic medium by primary TeV γ -rays,
the only energy loss mechanism for the pairs is IC scattering on
CMB photons.

4. DISCUSSION

The presence of extended jet-like emission at degree scales
should be a generic feature of GeV band images of TeV blazars.
The total flux of the jet-like extended source is proportional
to the source luminosity in the TeV energy band. Taking into
account the fact that TeV blazars have hard γ -ray spectra, the
primary source luminosity in the TeV band could be much larger
than its GeV luminosity, so that the overall extended source
luminosity could be higher than the primary source luminosity
in the GeV band. This means that the best candidates for the
search of extended emission are TeV blazars with hard intrinsic
spectra.

This does not automatically mean that the extended emission
should be readily detectable in Fermi images of TeV blazars.
In spite of the larger luminosity, the extended source flux might
be suppressed if the EGMF is strong enough to randomize the
trajectories of e+e− pairs before they lose their energy to the
GeV band via IC emission. The maximal possible suppression
of the extended source flux is by a factor of Θ−2

jet ∼ 100.
Another potential problem for the detection of jet-like ex-

tended emission next to TeV blazars is that the extended source
has to be identified on top of the diffuse γ -ray background. The
minimal detectable flux for extended sources increases roughly
as θ1/2, where θ is the angular length of the jet-like extended

Ackermann+’18
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Figure 1. Spectra of the primary and pair echo emission of Mrk 501 for the case
B = 10−20 G. The primary spectra for the flare and quiescent states are each
shown with (long dashed) and without (solid) intergalactic γ γ absorption, along
with the absorption-corrected data from VERITAS observations. Also plotted
are the echo from the flare state at observer time t = 1, 10, and 100 days after
the flare (dashed, from top to bottom), as well as the echo from the quiescent
state (dotted).
(A color version of this figure is available in the online journal.)

of pair production near the observer, we consider the time-
integrated flux due to the fraction of pairs that originate between
radii rγ γ and rγ γ + ∆r from the source,

∆
dNe

dγe

= 4me

dNγ

dEγ

(e−rγ γ /λγγ − e−(rγ γ +∆r)/λγγ ). (3)

The total time-integrated flux of pairs can be evaluated by
integrating over rγ γ as

dNe

dγe

=
∫ D

0
drγ γ

λIC,cool

c∆t(rγ γ )
4me

dNγ

dEγ

e−rγ γ

λγ γ

, (4)

where ∆t(rγ γ ) is given by the above expression for ∆t =
∆tang + ∆tB with λγγ replaced by rγ γ .

Note that the pair echo fluence is determined by the total
amount of absorbed primary gamma rays and thus is indepen-
dent of the IGMF, in contrast to the pair echo flux which is
roughly given by the fluence divided by ∆t . Weaker IGMFs
generally give higher echo fluxes, as long as the time delay does
not become dominated by angular spreading and the echo flux
remains sensitive to B. For rcoh = 1 kpc, ∆tB approaches ∆tang

if B ∼ 10−20 G.
In applying the above formalism to the 2009 Mrk 501 activ-

ity, we clarify what we employ for the primary TeV spectra and
light curves. Both flare and quiescent states can make impor-
tant contributions to the pair echo emission. A TeV flare was
observed for at least three days from MJD 54953 (Section 2);
however, it may have continued for a longer time, or even sep-
arate flares could have occurred over the following weeks, as
can be speculated from the hard, 30 day Fermi-LAT spectrum.
Nevertheless, we choose to be conservative and assume that
there is no other flare state during the campaign besides the
three days seen by VERITAS. Although the quiescent state was
also only sparsely sampled at TeV, since both VERITAS and
MAGIC measured a consistent flux and spectrum at separate
times, we postulate that the quiescent emission is steady over
the period covered by the TeV telescopes, the sole assump-
tion we make regarding TeV activity not directly observed.
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Figure 2. Light curve of Mrk 501 in the 1–10 GeV band from the on-
set of the TeV flare on MJD 54953. Pair echo expectations for B =
10−20.5, 10−20, 10−19.5, 10−19 G (curves from top to bottom) are compared
with Fermi-LAT data binned at one-day intervals using the aperture photometry
method, where errors (vertical bars) or upper limits (downward arrows) are at
the 68% confidence level.
(A color version of this figure is available in the online journal.)

Thus, we consider the primary light curve to consist of a flare
state with a top-hat shape for the 3 days MJD 54953–54955,
together with a steady quiescent state for the preceding
46 days MJD 54907–54952 as well as the ensuing 49 days
MJD 54956–55004. The primary flux and spectrum for each
state are chosen such that they are compatible with those ob-
served by VERITAS after accounting for intergalactic γ γ ab-
sorption with the CIB model of Franceschini et al. (2008),
and are described by the same power-law functional form
mentioned in Section 2 but with the parameters K = 9 ×
10−11 ph cm−2 s−1 TeV−1 and a = 2.0 for the flare state, and
K = 2 × 10−11 ph cm−2 s−1 TeV−1 and a = 2.3 for the qui-
escent state. Minimum and maximum cutoffs are also imposed
at 0.1 TeV and 5 TeV, respectively, the latter corresponding to
the highest energy photons detected by VERITAS and MAGIC.
Comparing the pair echo emission calculated in this way with
the observed GeV limits gives conservative lower bounds on the
IGMF, since any additional primary emission, outside either the
above time interval or the above spectral range, would only add
to the pair echo flux and lead to tighter bounds.

4. RESULTS AND DISCUSSION

Figure 1 shows the spectra of the primary and pair echo
emission for the flare and quiescent states when B = 10−20 G.
The primary spectra are displayed both with and without
intergalactic γ γ absorption, the latter to be compared with the
absorption-corrected VERITAS data as given in Abdo et al.
(2011). The echo from the flare state is plotted at observer times
t = 1, 10, and 100 days after the flare, fading progressively
on timescales approximately corresponding to ∆t . In contrast,
here the echo due to the quiescent state is essentially stationary
on the timescale of the campaign and independent of B. Note,
however, that for stronger B with accordingly longer ∆tB , even
the quiescent echo component can be nonstationary, particularly
at low energies. Only when the primary emission persists at a
steady level for a time considerably longer than ∆tB does the
echo reach stationarity, as demonstrated by Dermer et al. (2011).

The light curves of the pair echo in the 1–10 GeV band after
the onset of the TeV flare on MJD 54953 are plotted in Figure 2

3
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Figure 4. Daily Fermi-LAT 2σ sensitivity (dotted), pair-echo light curves for B = 10−20.5 G (solid) and B = 10−20 G (dashed), and Fermi 50% confidence upper
limits (crosses), all at 1–10 GeV.
(A color version of this figure is available in the online journal.)

the peak flux of the echo is larger and its response to the primary
emission is quicker. Although the magnetic deflection implies
that the pair-echo emission should also be spatially extended
around the primary source, the extension is much smaller than
the Fermi angular resolution and can be neglected for the field
strengths of B ∼ 10−20 G considered here.

4. STATISTICAL ANALYSIS

We now compare the expected pair echo with the Fermi-
LAT data and derive constraints on the IGMF. Compared with
our previous paper (Takahashi et al. 2012), we have a much
greater number of independent flux bins (each representing the
daily count), so a more sophisticated method of deriving the
constraints is necessary. First, we compute the probability Pi
that a specific value of the IGMF amplitude is excluded by
the ith flux bin, using the probability distribution function of
the true flux obtained from the Fermi-LAT observation. Then,
we combine the probabilities to derive the total probability Ptot
using meta-analysis.

Note that it would not be appropriate to simply combine
such probabilities for all bins. If the TeV flux for the ith bin
is low enough for the expected echo flux to be below the
Fermi sensitivity for that bin, the probability Pi would be small,
irrespective of B. If we combine all such probabilities, the total
probability Ptot can become so small that no constraints on B can
be obtained, even if some values of Pi are sufficiently large for
bins during TeV flares. Thus, we must select data bins for which
the expected echo flux would be detectable by Fermi, depending
on the assumed value of B. As explained above, larger B results
in a weaker echo that can only be detected for bins with higher
TeV flux, so the number of such bins will be smaller. Here we set
this selection threshold such that the echo flux exceeds the 2σ
sensitivity of Fermi-LAT. In Figure 4, this is compared with the
echo light curves for B = 10−20.5 G and 10−20 G at 1–10 GeV
during a particular 50 day period (only a small fraction of the
entire data set). Here four and three bins exceed the Fermi-LAT
sensitivity for B = 10−20.5 G and 10−20 G, respectively, which
correspond to large TeV flares as seen in Figure 3.

Figure 4 also plots the 50% confidence Fermi-LAT upper
limits on the daily flux. For the first flare (MJD 55147), the
expected pair-echo flux for B = 10−20.5 G greatly exceeds the
upper limit, and the probability that this value of B is excluded
is very large. Although that for B = 10−20 G also exceeds the
limit, it does not reach the 2σ sensitivity, so the bin is not
counted to compute Ptot for this B value. For the second (MJD
55152) and third (MJD 55166) flares, the echo fluxes surpass
the upper limits as well as the sensitivity for both B = 10−20.5 G
and 10−20 G. For the fourth flare (MJD 55182), the echo flux
for B = 10−20.5 G is comparable to the 50% confidence upper
limit, neither favoring nor excluding this B value, whereas that
for B = 10−20 G is not constrained by the limit and this B value
remains allowed.

We now consider the probability distribution function of the
true flux and calculate the probability Pi that it is less than the
expected pair-echo flux for the ith bin. To combine Pi, we use
the inverse normal method, a type of meta-analysis. First, we
derive the Z value of the normal distribution for the ith bin, Zi,
which is the percentile (point) of the one-sided P value Pi. Note
that Zi is negative if Pi < 0.5. Next, we compute the total Z
value Ztot as

Ztot = 1√
N

N∑

i=1

Zi, (4)

where N is the number of the selected bins. Finally, we derive
the one-sided P value Ptot of the normal distribution that
corresponds to the above Ztot. We can interpret Ptot such that
the assumed value of B is excluded at a confidence level of Ptot.

Figure 5 shows Ztot as a function of B. For B ! 10−20.5 G, the
delay time of the pair echo is determined by angular spreading
and becomes independent of B. Such weak IGMFs including
B = 0 is excluded by about 4σ significance. The significance
decreases for larger B, and no constraints are obtained for
B " 10−19.7 G. This is a consequence of the lack of any time
bins for which the pair-echo flux exceeds the 2σ Fermi-LAT
sensitivity when B # 10−19.5 G.

Here we have not considered emission components other than
the pair echo in the GeV band. In reality, there is likely to be

4
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Figure 1. Known constraints on the strength and correla-
tion length of the IGMF (Neronov & Semikoz 2009; Durrer
& Neronov 2013). Red, blue, and green lines show the hints
of the existence of a cosmological magnetic field from the
CMB (Jedamzik & Pogosian 2020), 21 cm line (Natwariya
& Bhatt 2020) and baryogenesis (Fujita & Kamada 2016)
correspondingly. Blue dashed regions show the sensitivity
of di↵erent detection techniques (Neronov & Semikoz 2009;
Durrer & Neronov 2013). Black upper bound is from the
analysis of the CMB signal by (Jedamzik & Saveliev 2019).

The magnetic fields surviving until the epochs of re-
combination and reionization should have been pro-
duced during phase transitions in the early universe (see
(Durrer & Neronov 2013) for a review). The presence
of a helical magnetic field at the epoch of electroweak
phase transition can enable an explanation of the baryon
asymmetry of the universe within the standard model
of particle physics (Giovannini & Shaposhnikov 1998;
Fujita & Kamada 2016). The range of magnetic field
strength 10�14 G< B < 10�12 G, which is compatible
with this baryogenesis scenario is shown by the green
shading in Fig. 1. Remarkably, the field strength re-
quired for a successful explanation of the baryon asym-
metry is consistent with that needed for an explanation
of the EDGES signal and of the Hubble parameter mea-
surement tensions.
The combination of these observational hints for the

existence of a cosmological magnetic field defines an
order-of-magnitude wide ”sweet spot” around B ⇠
10�12 G in which the field estimates from multiple ef-
fects intersect. The most convincing evidence for the ex-
istence of a field with such strength would be its direct
detection in the intergalactic medium. In what follows
we explore the possibility of the measurement of such a
field with �-ray telescopes. We demonstrate that even
though the field is at the upper sensitivity end of the �-

ray technique, its detection should still be possible with
a deep exposure of the nearest blazars with CTA.

2. ANALYTICAL ESTIMATES

Fields with strengths in the range of B ⇠ 10�12 G
are at the upper end of the sensitivity reach of the �-
ray measurement method (Neronov & Semikoz 2009).
They are strong enough to deflect trajectories of elec-
trons with energies in the 10-100 TeV range. This im-
plies that the highest energy �-ray signal accessible to
telescopes should be used for the signal measurements.
In this situation it is not clear if the small angle deflec-
tion approximation previously used for the sensitivity
estimates used by (Neronov & Semikoz 2009) is valid.
We reassess the analytical estimates in this high-energy
/ strong field regime below.
The correlation length �B of cosmological magnetic

fields scales with the strength as (Banerjee & Jedamzik
2004)

B ⇠ 10�11


�B

1 kpc

�
G (1)

The field power spectrum is shaped by the turbulence
on the scales shorter than �B . The integral length scale
of the field with power spectrum PB(k) / k

�n as

�B ⇡ LB
n� 1

2n
=

LB

5
(2)

for n = 5/3 (assuming the Kolmogorov turbulence spec-
trum), where LB is the maximum scale of the Kol-
mogorov spectrum.
We consider secondary emission induced by interac-

tions of primary �-rays with energies E�0. The mean
free path of these �-rays through the EBL is

��0 ' 2.5


E�0

100 TeV

��1.6

Mpc (3)

For the analytical estimates we assume that each pri-
mary �-ray produces an electron and a positron with en-
ergies of Ee = E�0/2. The electrons and positrons cool
due to the inverse Compton scattering of CMB photons
on the distance scale

De ' 7


Ee

50 TeV

��1

kpc (4)

in the Thomson regime of inverse Compton scattering1

relevant for the scattering of CMB photons by electrons

1
Our numerical modeling takes into account the full Klein-Nishina

cross-section of inverse Compton scattering. The Klein-Nishna

e↵ect corrects analytical estimates, but does not change the qual-

itative picture presented in this section.

Bounds�on�the�IGMF

• IGMF�parameter�region�is��
constrained�by�various�
methods.�

• Future�CTA�observations�
will�shrink�the�allowed�
region.
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from the individual p-values for each source, Paccept,k, where Ns

is the number of sources. Fisher’s method assures that the TS is
distributed as a χ2 distribution with 2Ns degrees of freedom.
This χ2 distribution is integrated, giving the overall p-value of
acceptance, Paccept,com. We choose to present the combined
results for rejecting a model as the equivalent number of sigma
for which the model is rejected if the errors were distributed as
a normal distribution. That is, the number of sigma a model is
rejected is 4 � � P2 erf .1

accept,com( )

4. RESULTS

4.1. Results with Conservative Assumptions

Here we show the results for our conservative assumptions.
We choose a jet opening angle of θj = 0.1 rad, roughly
consistent with values from VLBI measurements (Jorstad
et al. 2005), and the EBL model from (Finke et al. 2010, their
“model C”). For the calculation of Fcascade,min we use tblazar = 3
years and Emax equal to the central energy of the maximum
observed bin from the IACTs. This tblazar is the typical time
between observations for the objects in our sample, and the
typical time for which we know the sources are not variable.
For calculation of Fcascade,max we use tblazar = 1/H0, i.e., we
assume the blazar has been emitting VHE γ-rays at the level
currently observed for the entire age of the universe; and
Emax = 100 TeV. For calculation of Fcascade,max the deabsorbed
VHE points are fit with a power law and extrapolated to
100 TeV to calculate the cascade component. The VHE
spectrum is assumed to have a hard cutoff at Emax. That is,
this assumes that the source does not emit any γ-rays
above Emax.

Our conservative results can be seen in Figure 4. One can see
that high magnetic field values (B  10−12 G for LB  1Mpc)
are not significantly ruled out, while low values (B  10−16 G
at 10−10 Mpc; B  10−21 G for LB  1Mpc) are ruled out at
≈7.2σ. For LB  1Mpc, the allowed B is essentially
independent of LB, since above this LB the electrons will lose
most of their energy from scattering within a single coherence
length. For LB  1Mpc, the allowed B goes as r �B LB

1 2 due
to the random change in direction of B, and hence the direction
of the electrons’ acceleration, as they cross several coherence

lengths. This overall dependence of the constraints on B and LB
has been pointed out previously by Neronov & Semikoz (2009)
and Neronov & Vovk (2010). There is a strange shape in the
contours at 1–10Mpc due to this transition region, and due to
the coarseness of our grid, which is one order of magnitude in
both B and LB.
Low magnetic field values are inconsistent with the data at

>5σ. We consider this to be quite a significant constraint. Since
many authors (e.g., Neronov & Vovk 2010; Dermer
et al. 2011) have ruled out low B values if the cascade
component is above the LAT 2σ upper limits, those authors are
implicitly ruling out the B values at the 2σ level. The high
magnetic field values are not significantly ruled out. The most
constraining sources in our sample for low B values turned out
to be 1ES 0229+200, 1ES 0347–121, and 1ES 1101–232, all
of which individually ruled out low B values at 4.5σ.
Our lower limits on B are lower than what many previous

authors have found in a similar fashion, but assuming tblazar= 1/
H0 (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010, 2011;
Dolag et al. 2011). We compute a constraint with this less
conservative assumption on tblazar below in Section 4.3 for
comparison. Several authors have constrained the IGMF to be
B  10−18 G for LB = 1Mpc by using a shorter tblazar as we do
(e.g., Dermer et al. 2011; Taylor et al. 2011; Vovk et al. 2012).
Our lower limits are generally consistent with these authors,
although slightly lower (B > 10−19 G). The minor difference
could be due to the fact that we assume a sharp cutoff at high
energies in the intrinsic spectrum at the maximum VHE energy
bin observed from a source, while other authors extrapolate
above this energy in some way, typically with an exponential
form. This makes our results more conservative.

4.2. Robustness

In general, we consider our assumptions, and the results
found in Section 4.1, to be quite reasonable, and indeed quite
conservative. However, to be thorough, we have tested the
robustness of these results by varying some of the assumptions,
particularly those that would weaken the constraints, and
seeing if this made a significant difference in our results.
The first item we explored is the EBL model. One would

expect that the parameter space will be ruled out with greater
significance if a more intense and absorbing EBL model is
used, while it would be ruled out with lesser significance if a
less intense EBL model is used. We performed simulations for
a less intense EBL model, namely the model of Kneiske &
Dole (2010). This model was designed to be as close as
possible to the observed lower limits on the EBL from galaxy
counts; however, note that for some regions of parameter space,
other EBL models predict less absorption. The results can be
seen in Figure 5. The low B values are ruled out at 5.5σ, while
the high B values are still unconstrained. We also performed
simulations with the model of Franceschini et al. (2008), which
has a similar overall normalization as the Finke et al. (2010)
model, but its SED has a bit different shape. With this model
we found that low B values are ruled out at 6.7σ, and high B
values are again unconstrained.
There has been some evidence in recent years that the source

1ES 0229+200 is variable at VHE energies (Aliu et al. 2014),
as is 1ES 1218+304. We have therefore left out these sources
when computing our constraints, and the results can be seen in
Figure 6. Similar regions of parameter space are ruled out, but
at much less significance; low values of B are ruled out at 6.0σ.

Figure 4. Values of parameter space of B and LB ruled out for the combined
conservative results of Section 4.1 for all of our objects. The contours represent
the significance a particular region of parameter space is ruled out, in number
of sigma, as indicated by the bar. These constraints assume the Finke et al.
(2010) EBL model and θj = 0.1 rad.
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neutral at z�7. These constraints are consistent with the
integral constraints of � §xH I measured from the electron
scattering optical depth of the CMB (Planck Collaboration
et al. 2018) shown as the underlying shaded region in Figure 6.
They are also in broad agreement with recent calculations (e.g.,
Robertson et al. 2015; Naidu et al. 2020) and simulations (e.g.,
Kulkarni et al. 2019) of the cosmic reionization history, as well
as constrains from gamma-ray burst damping wings (Totani
et al. 2006, 2016; Greiner et al. 2009), the detections of Lyα
emissions from high-redshift galaxies (e.g., Ouchi et al. 2010;
Mason et al. 2018), and Lyα luminosity functions (e.g.,
Kashikawa et al. 2006; Konno et al. 2018).

5. Summary and Discussion

In this paper we present high-quality near-infrared spectro-
scopic observations of a bright z=7 quasar, J0252–0503, to
constrain the cosmic reionization with quasar damping wing
modeling and the SMBH growth with BH mass and Eddington
ratio measurements.

We measure the mass of the central SMBH to be
� o qM M1.39 0.16 10BH

9( ) : based on the single-epoch
virial method. The Eddington ratio of J0252–0503 is measured
to be λEdd=0.7±0.1, slightly lower than that of the other
three z�7 quasars with similar luminosities. If J0252–0503
has been accreting at such Eddington ratio since z∼20 with a
radiative efficiency of 10%, it would require a seed BH of
_ M105

:, which significantly exceeds the predicted mass range
from stellar remnant BHs and requires more exotic seed
formation mechanisms like direct collapse BHs. J0252–0503,
along with the other three luminous z>7 quasars hosting
billion solar-mass SMBHs, places the strongest constraints on
early BH assembly mechanisms.

In order to investigate whether a damping wing is present in
the spectrum of J0252–0503, we explored two different
methods to construct the intrinsic spectrum of J0252–0503.
The Lyα region of a composite spectrum computed from a

sample of C IV blueshift-matched low-redshift quasar analogs
is consistent with the prediction made by a PCA nonparametric
predictive approach. Both methods suggest that a strong
damping wing absorption is present in the J0252–0503
spectrum. We modeled the damping wing profile produced
by either a single-component DLA system or a significantly
neutral IGM. However, there is no significant detection of
metals at the potential DLA system redshift over a wide range
of ±1500 km s−1, suggesting that the strong damping wing in
the J0252–0503 spectrum is most likely imprinted by a
significantly neutral IGM unless the metallicity of the putative
DLA is more than 10,000 times lower than the solar metallicity.
To constrain the IGM neutral hydrogen fraction, � §xH I , at

z=7 with the damping wing in J0252–0503, we applied the
hybrid model developed by Davies et al. (2018b) to our PCA
continuum prediction for J0252–0503. Our analysis shows that
the damping wing in J0252–0503 is the strongest one yet seen
in z�7 quasar spectra. By marginalizing over quasar lifetime
with a log-uniform prior in the range of � �t10 10 yr3

Q
8 , we

measure the median and the central 68% (95%) confidence
interval for � §xH I to be � § � �

�
�
�x 0.70H 0.23

0.20
0.48
0.28

I ( ) at z∼7. The
recent study by D’Aloisio et al. (2020) suggests that unrelaxed
gaseous structures may exist in the postreionization IGM,
meaning that the mean free path of ionizing photons is shorter
compared with a model that assumes the gas is fully relaxed.
The mean free path in the quasar proximity zone, however,
should still be quite long due to the strong ionizing radiation of
the central luminous quasar (McQuinn et al. 2011; D’Aloisio
et al. 2018; Davies 2020). Thus our constraints on � §xH I based
on damping wing analysis should not be strongly affected by
unrelaxed baryons in the proximity zone.
Despite the limited precision of quasar continuum recon-

structions and the degeneracy of � §xH I and quasar lifetime, the
damping wing is still highly effective in constraining the
reionization history. Although the currently available sample of
quasar sight lines at z7 is very small, more luminous z7
quasars are expected to be found in the next few years through
ongoing quasar searches (e.g., Bañados et al. 2018; Wang et al.
2018; Matsuoka et al. 2019b; Reed et al. 2019; Yang et al.
2019). Moreover, the Euclid wide survey will be online soon,
and will discover more than 100 quasars at z>7 (Euclid
Collaboration et al. 2019). In addition, the Near-Infrared
Spectrograph on the James Webb Space Telescope will provide
much higher quality spectroscopic data for more precise quasar
damping wing analyses. Thus, we expect that quasar damping
wing analyses will have the capability to place increasingly
strong constraints on the cosmic reionization history during the
next several years.
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Figure 6. Cosmic reionization history constraints from quasar spectroscopy
and Planck observations (Planck Collaboration et al. 2018), with the dark and
light gray shaded regions corresponding to the 68% and 95% credible intervals,
respectively. Constraints from quasar damping wings are shown as pentagons,
with the orange solid pentagon denotes our new measurement with quasar
J0252–0503. Also shown are constraints from the Lyα+Lyβ forest dark gaps
(blue squares; McGreer et al. 2015), and the Lyα+Lyβ forest opacity (black
circles; Fan et al. 2006).
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Figure S9 Evolution of the cosmic emissivity. The evolution of the cosmic emissivity at UV
(0.16 µm), optical (0.45 µm) and NIR (1.6 µm), panels A, B and C respectively. The shaded
regions show the 1� and 2� confidence regions resulting from the empirical EBL reconstruction
model. The data points shown have rest-frame wavelengths in the range 0.15-0.17µm, 0.42-
0.48µm and 1.25-1.27µm in the UV, optical, and NIR panels respectively. Colors and symbols
follow the same scheme as in Figure S7.
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energy bins. The lines show the predictions of two EBL models (29, 37).
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Constraints�on�the�reioniztion�history
Constraining�galaxy�luminosity�functions

• Faint-end�slope�of�galaxy�
luminosity�function�at�high�
redshift�is�highly�uncertain.�

• Current�gamma-ray�
observations�constraints�some�
available�models.
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Figure 4 Upper limits on the UV luminosity density of galaxies at z ⇠ 6. The 1 � and
2 � limits are shown as dashed horizontal lines, light blue and dark blue respectively. The
solid curves show the z ⇠ 6 UV emissivity from (33–36) of the Hubble Frontier Fields (HFF)
program as a function of the lower integration limit of the UV luminosity function. The dotted
lines correspond to extrapolations beyond the limiting magnitude of the HFF analyses. The data
from (35) correspond to their “GLAFIC” case. The lines of (34) and (36) have been shifted up
by 0.15 dex to account for evolution of their combined z ⇠ 6 � 7 sample to z ⇠ 6 . The grey
area corresponds to the luminosity required to keep the Universe ionized at z = 6 assuming
C/fesc = 30, where C is the clumping factor of ionized hydrogen and fesc is the mean escape
fraction of ionizing photons (14).
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Hubble‒Lemaître�law
Tension�in�the�H0

• H0�characterize�the�expansion�of�the�
universe.

In Table 6 and Figure 5 we give a detailed breakdown of all
sources of uncertainty in the determination of H0 here and
compared to R16. The primary changes between the present
uncertainties in H0 and those in R16 result from improvements
in the anchor measurements from the LMC and MW. The
contributed uncertainty from MW Cepheid parallaxes has
decreased from 2.5% to 1.7% because of new parallax
measurements from HST spatial scanning (R18b) and from
Gaia Data Release 2 (R18a) and from the use of WFC3 to
measure their photometry on the same photometric system as
Cepheids in SN Ia hosts. These improvements in the MW
anchor alone reduced the overall uncertainty in H0 from 2.4%
to 2.2% (R18a). An even greater improvement in the LMC
anchor is now realized, decreasing its contributed uncertainty
from 2.6% to 1.5%. While there is a small increase in
uncertainty in the P–Lintercept because of the smaller sample
of LMC Cepheids here, this is more than offset by the smaller
systematic uncertainty in their photometric zero-point. We also
note that there is an increase in the overall uncertainty due to
the relation between Cepheid metallicity and luminosity. The
metallicity term we derived from our analysis of all Cepheid
data (R16) is −0.17±0.06 mag per dex, similar to Gieren
et al. (2018), who find −0.22 mag per dex in the NIR for a
lower range of metallicity. The product of the mean, subsolar
metallicity for the LMC Cepheids and the uncertainty in this
term is 0.9%. The other two anchors have Cepheids with near
solar metallicities that are much closer to those in the SN hosts,

so the overall uncertainty in H0 due to metallicity is weighted
down by these anchors to 0.5%.

5. Discussion

5.1. Systematics: Cepheid Associated Flux

The photometric measurements of Cepheids from R16 in
SNIa hosts and NGC 4258 account for the mean additional
light due to chance superposition on crowded backgrounds
through the use of artificial star measurements. However, the
possibility of light from stars that are physically associated with
the Cepheids and unresolved at their distances for SN Ia hosts
(5–40Mpc) but that is resolved in the LMC at 50 kpc (or the
MW at 2–3 kpc), and thus excluded from measurement, would
have a differential effect that could bias the determination of
H0. Anderson & Riess (2018) quantified this “associated-light
bias” by studying its two plausible sources, wide binaries
(arel>400 au) and open clusters (closer binaries are unre-
solved in all cases). They found that the mean effect of wide
binaries was negligible (0.004% in H0) because Cepheids
dominate companions in luminosity. Closer binaries, while
more common, are unresolved in either anchor galaxies or SN
hosts, so even the tiny contamination of Cepheid flux from a
companion, ∼0.02% in distance, cancels along the distance
ladder because of its presence for all Cepheids (assuming
binarity is common in all hosts). To quantify the impact of
open clusters, they analyzed the regions around a large sample
of Cepheids in M31, 450 Cepheids with UV HST imaging from
the PHAT program (Dalcanton et al. 2012). They found that
2.4% of Cepheids are in such clusters and that the photometric
bias averaging over Cepheids in or out of clusters is
0.0074 mag for mH

W . This value might be considered an upper
limit to the bias because there is also a “discovery bias” to
exclude even the small fraction of Cepheids in bright clusters
from a distant sample. The additional constant flux that is
unresolved for distant Cepheids in clusters would decrease the
amplitude of Cepheid light curves. Anderson & Riess (2018)
found that a mean bias for a Cepheid in a cluster in M31 of
0.30 mag in mH

W corresponds to a bias of 0.8 mag at visual
wavelengths, near or brighter than the limit of 0.5 mag
contamination that Ferrarese et al. (2000) determined would
preclude discovery of a Cepheid because of the flattening of its
light curve. In the other direction, one might posit a somewhat
larger clustered fraction in SNIa hosts than in M31 (M31 being
somehow unusual), but this direction is limited by the greater
ages of Cepheids (30–300Myr) than clusters with only ∼10%
of massive embedded clusters surviving for more than 10Myr
(Anderson & Riess 2018, and sources within). Indeed, M31
provides the best analog for the SNIa hosts (high metallicity
spiral) for which an up-close, external view of Cepheid
environments is available. Such accounting for the MW may
await improved parallaxes. In this regard, the LMC is unusual,
with a greater frequency of Cepheids in clusters and a higher
concentration of massive clusters (likely due to its high rate of
recent star formation), with 7.2% of P>10 day Cepheids in
clusters (with fewer than four Cepheids per cluster). The LMC
also harbors two Cepheid-rich clusters, each with 24 Cepheids,
eight times the number of Cepheids as the richest MW cluster.
Because of the great resolution of HST in the LMC, this excess
of clusters around Cepheids in the LMC has no photometric
impact on the measurement of H0. Here we have included the
expected impact of such flux based on the example of M31 and

Figure 4. The 4.4σ difference between local measurements of H0 and the value
predicted from Planck+ΛCDM. We show local results presented by Riess et al.
(2016), reanalysis by C16 (Cardona et al. 2017), FK17 (Follin & Knox 2018),
or FM18 (Feeney et al. 2017), the HOLiCOW lensing results from Birrer18
(Birrer et al. 2018), a replacement of optical SN data with NIR in DJL17
(Dhawan et al. 2018) and B18 (Burns et al. 2018), and a revised geometric
anchor from HST and Gaia DR2 parallaxes (R18a, b). Other early universe
scales are shown in blue. Possible physics causes for a 2%–4% change in H0
include time-dependent dark energy or nonzero curvature, while a larger 5%–
8% difference may come from dark matter interaction, early dark energy or
additional relativistic particles.
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active galactic nuclei (AGNs), namely BL Lacertae objects (BL Lacs),
flat spectrum radio quasars (FSRQs) and a few radio galaxies. The
list is complemented by the recent detections of two nearby star-
burst (SB) galaxies. In contrast to AGNs, their c-ray spectrum is
generated by the cumulative effects of cosmic-ray acceleration in
shocks generated by a large number of supernova remnants [235].

Blazars: To date, the most numerous sources used in EBL studies
are blazars. Historically, they have been divided into two sub-clas-
ses based on their optical properties: FSRQs, characterized by
strong emission lines; and BL Lacs, characterized by weak or lack
of emission lines. Because of the weakness of their emission lines,
the redshift determination of BL Lac blazars has proven difficult or
even impossible in many cases. The status of blazars as bright GeV
and TeV sources arises from the fact that their relativistic jets are
closely aligned with the observers line of sight. Consequently, the
luminosity of a c-ray emission region moving relativistically along
the jet axis in the direction of the observer is strongly beamed, en-
abling its detection at cosmological distances. Occasional strong
flaring activity renders the following BL Lacs: PKS 2155-304 [30];
Mrk 501 [70,3], and Mrk 421 [111,16,39], the brightest TeV
sources; and the following FSRQs: 3C 454.3 [82], and 3C 279
[238], the brightest GeV emitters in the sky. The flaring has pro-
vided high quality c-ray spectra and has led to their detection at
redshifts as far as z ! 0:5 at TeV energies with IACTs, and as far
as z ! 3:2 at "10 GeV energies with Fermi.

The combined GeV–TeV observations of blazars make it possi-
ble to study their spectra over a larger range of redshifts, thereby
enabling the studies of the EBL over a wider range of wavelengths.
GeV photons interact mainly with UV/optical photons, whereas
TeV photons probe mainly the near- to mid-IR region of the EBL.
Since the intensity of the EBL is much lower at UV energies, the
universe is transparent to c-rays below 10 GeV, becoming essen-
tially opaque for TeV sources at redshifts of z > 0:5. The Fermi
Gamma-Ray Space Telescope provides important probes of the
UV region of the EBL, and the GeV transparency can be used to test
evolutionary models of the EBL to relatively large redshifts (z > 1).

Radio galaxies: The jets in radio galaxies are significantly misa-
ligned with respect to the observer’s viewing direction, and there-
by provide no relativistic Doppler boosting. This limits the
detection of radio galaxies with current generation c-ray
telescopes to the local group and the Perseus galaxy cluster. Deep
c-ray observations of radio galaxies with CTA combined with spa-
tially resolved studies in the radio, optical and X-ray will play an
important role in understanding the physics of relativistic jets.
These observations are likely to yield spectra up to !10s TeV which
will provide useful constraints on the EBL in the mid- and far-IR
wavelength regions ([18] for the VERITAS Collaboration, the VLBA
43 GHz M 87 Monitoring Team, the H.E.S.S. Collaboration, and
the MAGIC Collaboration).

With sufficiently high spatial resolution, the c-rays produced by
IC scattering of CMB and EBL photons off the relativistic electrons
of the lobes of radio galaxies can be used to set limits on their en-
ergy density in the immediate vicinity of these objects ([115], see
Section 6 below).

Starburst galaxies: The detection of starburst galaxies M82
[13,4] and NGC 253 [23], potentially opened a new wavelength
regime for studying the EBL. The c-rays in starburst galaxies are
generated by cosmic rays that are accelerated by a large number
of supernova remnants, giving rise to hard c-ray spectra that
extend to energies of 10s of TeV. The "10 TeV opacity to nearby
starburst galaxies is quite small, and about unity at energies of
"50–100 TeV. Nearby starbursts are therefore important probes
of the EBL at far-IR ("100 lm) wavelengths that cannot be probed
by other c-ray sources because of the relative softness of their
spectra compared to those of SB galaxies.

3.2. The spectra of extragalactic GeV/TeV sources

Over a sufficiently small energy range the blazar spectrum can
be characterized by a power law, dN=dE / E#C, with different indi-
ces, CGeV and CTeV , at GeV and TeV energies, respectively. An impor-
tant characteristic of the observed spectra is the presence of a
break, defined as DCGeV $ CGeV # CTeV , occurring between GeV
and TeV energies, the exact location depends on the source’s red-
shift. A source with an intrinsic spectrum characterized by a single
power law out to TeV energies will have a value of DCGeV ¼ 0.
Without any intergalactic absorption this value will remain con-
stant with redshift.

The spectral index CGeV is obtained from a power law fit to the
"1–10 GeV region of the spectrum which is unaffected by EBL
absorption. If the intrinsic blazar spectrum is an extension of this
power law to energies of "1 TeV, then any spectral break
(CTeV > CGeV ) in the observed spectrum can be regarded as evi-
dence for EBL absorption.

A spectral break analysis of the amount of EBL absorption pro-
vides therefore a powerful method for studying the EBL. It is a dif-
ferential method that replaces knowledge of the intrinsic blazar
spectrum with a weaker requirement, namely that the power law
representing the intrinsic blazar spectrum at GeV energies can be
extended to TeV energies as well.

Table 2 lists the values of CGeV and CTeV and the redshifts for all
GeV and TeV detected blazars. Almost all sources exhibit a spectral
break (DCGeV < 0) at energies between 10 GeV and 1 TeV. Fig. 5
depicts the dependence of DCGeV on redshift. The figure shows a
clear trend of increasing jDCGeV j with redshift, strongly suggesting
that the break is the consequence of the attenuation of the source
spectrum by the EBL. As the optical depth increases with redshift,
the observed c-ray spectrum becomes softer, the position of the

Fig. 4. Left panel: calculated EBL intensity versus wavelength at z ¼ 0. Right panel: the c-ray opacity versus energy for sources at different redshift (see labels). The figure
illustrates the correlation between the changes in the slope of the EBL intensity with those in scc. Model calculations by Finke et al. [99]. Details in Section 2.5 of the text.
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• Cosmic�gamma-ray�horizon�also�depends�on�H0.�

• 0.04�<�z�<�0.1�is�important�( �region�significantly�changes).τγγ = 1
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Figure 1. Left panel: the CGRH for different values of the Hubble constant, as predicted from the empirical EBL modeling by D11 described in the text, are shown
with several line styles and colors (a flat ΛCDM cosmology with matter density Ωm = 0.3 is assumed). The CGRH data are taken from Ackermann et al. (2012, filled
green squares) and D13 (filled blue circles). The error bars include the total uncertainty (statistical plus systematic). Right panel: same as left panel but all the E0
values have been normalized to the empirical CGRH derived for the fiducial cosmology with h = 0.7 and Ωm = 0.3.
(A color version of this figure is available in the online journal.)

3. MEASURING THE HUBBLE CONSTANT
FROM γ -RAY ATTENUATION

3.1. Theoretical and Observational Background

The potential of measuring the Hubble constant from γ -ray
attenuation was already pointed out two decades ago by Salamon
et al. (1994) and Mannheim (1996), when the γ -ray experiments
at that time could only study a few sources on the entire sky.
In the last decade, Blanch & Martinez (2005a, 2005b, 2005c)
studied, in a series of papers, the potential of using the CGRH
to constrain cosmology. These investigations were motivated
by the starting operation of the new IACTs such as H.E.S.S.,
MAGIC, and VERITAS (Hinton 2004; Lorenz 2004; Weekes
et al. 2002, respectively). Blanch & Martı́nez used simulated
VHE spectra of blazars, at different redshifts, to estimate how
relevant cosmological parameters could be constrained. Their
analysis was based on the fact that the CGRH depends on
the propagation of the VHE photons through cosmological
distances, which is dependent on cosmology. Yet, they neglected
the contribution on the cosmological dependence encoded in the
evolution of the EBL spectral intensity with redshift. These two
effects are consistently considered in our analysis. Barrau et al.
(2008) also understood the potential of γ -ray attenuation to
constrain cosmological parameters. They derive a lower limit
of the Hubble constant, H0 > 74 km s−1 Mpc−1 at a 68%
confidence level, from the observation of γ -ray photons coming
from a flare of the blazar Mkn 501, which was detected by
HEGRA (Aharonian et al. 1999).

Independently, the knowledge of the EBL has largely im-
proved in the last few years (see, for a review, Primack
et al. 2011, Domı́nguez 2012, and Dwek & Krennrich 2013).
Recently, direct measurements in optical wavelengths of the
EBL in the local universe (Matsuoka et al. 2011; Mattila et al.
2012) have confirmed previous indications (e.g., Aharonian et al.
2006) of an EBL intensity level close to the estimations from
deep galaxy counts (e.g., Madau & Pozzetti 2000; Keenan et al.
2010). Furthermore, realistic EBL models based on large mul-
tiwavelength galaxy data sets such as the one found in D11
and a better theoretical understanding of galaxy evolution (e.g.,
Somerville et al. 2012; Gilmore et al. 2012) have allowed both

the understanding of the EBL at wavelengths where the de-
tection is not possible yet and the convergence of different
methodologies.

3.2. Methodology

We base our estimation of the Hubble constant on the
hypothesis that the evolving EBL is sufficiently well described
by the model presented in D11. This choice is supported, as
mentioned above, by independent observational data sets and
the convergence of EBL models using different methodologies.
The uncertainties in the EBL model, which are estimated by
D11, are also taken into account in our cosmological analysis.
We stress that the CGRH derived in the relevant redshift range
from other EBL models such as those from Franceschini et al.
(2008), Finke et al. (2010), and Gilmore et al. (2012) are within
the uncertainties of the D11 model.

The CGRH derived following the D11 EBL methodology
but adopting different values of the Hubble constant, for a flat
ΛCDM universe with a fixed matter density ΩM = 0.3, is
shown in Figure 1 (left panel). We set the uniform prior that
0.3 ! h ! 1 in agreement with other observational constrains.
This choice is made to avoid the inversion of the trend for
h " 0.3 described in Section 2.2, which makes that the overall
likelihood distribution has two maxima: a global maximum at
h ∼ 0.1 and the value of the Hubble constant that we report.
As discussed in Section 2, we notice that, in the explored H0
range, the universe is more transparent to VHE photons for
lower values of the Hubble constant. Figure 1 also shows the
CGRH data presented in Ackermann et al. (2012) and D13.
Ackermann et al. (2012) stack hundreds of spectra from blazars
detected by the Fermi satellite in order to search for an EBL
attenuation feature. They do not provide directly any results in
terms of the CGRH, but this can be estimated from their Figure 2
taking the average redshift of the bin and the energy value where
exp(−τ ) = 1/e (M. Ajello 2013, private communication). We
note that this energy is not currently probed by Fermi for their
lowest redshift bin (z < 0.2). The error bars shown by D13
are the total statistical plus systematic uncertainties, which are
added in quadrature.
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Constraint�on�H0
H0 = 67.5 ± 2.1 km s−1 Mpc−1

• Note:�you�need�to�assume�the�EBL�shape.

cosmological inference that combines clustering and weak lensing
data from the first year of observations by the Dark Energy
Survey (Abbott et al. 2018).

5. Discussion and Conclusions

Our methodology based on comparing γ-ray attenuation data
with estimates from EBL models leads to a measurement of

� �
�H 65.80 3.0

3.1 kms−1Mpc−1 (this is a relative error of 5%),
when Ωm=0.32 is fixed. When Ωm is also left free, we find

� �
�H 67.40 6.2

6.0 kms−1Mpc−1 and 8 � �
�0.14m 0.07

0.06, including a
detailed analysis of systematic uncertainties (considering also
those introduced by two state-of-the-art EBL models).
We stress that our analysis is a significant step forward

relative to previous cosmological measurements using γ-ray
attenuation (Domínguez & Prada 2013; Biteau & Williams
2015). First, the previous works are based on more limited
energy data. In particular, the former work uses only the
information provided by the CGRH, that is, a measurement of
the optical depth at a single energy, whereas we take advantage
of optical depth data as a function of energy. Second, they use
blazar data only at low redshift z�0.6; however, in the present
analysis we cover approximately the range 0.02�z�3.
These improvements in the data allow us to simultaneously
explore the values of H0 and Ωm. Third, this analysis also
presents for the first time an analysis of some systematic biases
from using this methodology, including an estimate of the
uncertainty introduced by two EBL models. Fourth, we have
combined the γ-ray attenuation results in a joint likelihood
analysis with other independent, complementary, and more
mature techniques.
Our measurements support a value of H0 that is closer to that

one found by the BAO methodology rather than the higher
value from the Cepheids. Interestingly, the H0–Ωm contours
from γ-ray attenuation are roughly orthogonal to results from
other techniques, which makes our results nicely complemen-
tary to those from other probes. In order to improve the H0
measurement we need to measure optical depths up to the
largest possible energies. This is difficult with LAT because of
the limited photon statistics. However, it may be possible with
the future Cerenkov Telescope Array (CTA, Hinton et al.
2019).
These results illustrate the increasing potential of using γ-ray

observations to constrain cosmology. In particular, our analysis

Figure 5. Comparison of H0 from different methodologies. The measurement from
the Carnegie Hubble Program (Freedman et al. 2012) is shown as a gray rectangle
for easier comparison with other results. Other results are from Bonamente et al.
(2006), Paraficz & Hjorth (2010), Riess et al. (2011), Chávez et al. (2012),
Anderson et al. (2012), Suyu et al. (2012), Hinshaw et al. (2013), Chuang et al.
(2013), Domínguez & Prada (2013), Ade et al. (2016), Bonvin et al. (2017),
Abbott et al. (2018), Riess et al. (2018), and Aghanim et al. (2018).

Figure 6.Measurements of the Hubble constant and matter density (1σ and 2σ)
using γ-ray attenuation (green), supernovae plus Big Bang nucleosynthesis (SN
+BBN, blue), baryonic acoustic oscillations plus Big Bang nucleosynthesis
(BAO+BBN, purple), clustering and weak lensing data (DES, brown), the cosmic
microwave background (Planck, red) and a joint likelihood of BAO+BBN+SN+γ
(black). The maximum likelihood value is at H0=66.6±1.6 kms−1Mpc−1 and
Ωm=0.29±0.02 (black star).

Table 1
The Favored Values of H0 and 8m from γ-ray Attenuation (Fixing Ωm, H0, and
Also Leaving Free Both Parameters) and from Our Joint Analysis of BAO

+BBN+SN+γ Results

Methodology H0(km s−1 Mpc−1) Ωm

Gamma-ray Attenuation �
�65.8 3.0

3.1 0.32 (fixed)
Gamma-ray Attenuation 68 (fixed) �

�0.17 0.08
0.07

Gamma-ray Attenuation �
�67.4 6.2

6.0
�
�0.14 0.07

0.06

Joint Likelihood Analysis 66.6±1.6 0.29±0.02

Note.Uncertainties are given at 1σ.
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Figure 1. Known constraints on the strength and correla-
tion length of the IGMF (Neronov & Semikoz 2009; Durrer
& Neronov 2013). Red, blue, and green lines show the hints
of the existence of a cosmological magnetic field from the
CMB (Jedamzik & Pogosian 2020), 21 cm line (Natwariya
& Bhatt 2020) and baryogenesis (Fujita & Kamada 2016)
correspondingly. Blue dashed regions show the sensitivity
of di↵erent detection techniques (Neronov & Semikoz 2009;
Durrer & Neronov 2013). Black upper bound is from the
analysis of the CMB signal by (Jedamzik & Saveliev 2019).

The magnetic fields surviving until the epochs of re-
combination and reionization should have been pro-
duced during phase transitions in the early universe (see
(Durrer & Neronov 2013) for a review). The presence
of a helical magnetic field at the epoch of electroweak
phase transition can enable an explanation of the baryon
asymmetry of the universe within the standard model
of particle physics (Giovannini & Shaposhnikov 1998;
Fujita & Kamada 2016). The range of magnetic field
strength 10�14 G< B < 10�12 G, which is compatible
with this baryogenesis scenario is shown by the green
shading in Fig. 1. Remarkably, the field strength re-
quired for a successful explanation of the baryon asym-
metry is consistent with that needed for an explanation
of the EDGES signal and of the Hubble parameter mea-
surement tensions.
The combination of these observational hints for the

existence of a cosmological magnetic field defines an
order-of-magnitude wide ”sweet spot” around B ⇠
10�12 G in which the field estimates from multiple ef-
fects intersect. The most convincing evidence for the ex-
istence of a field with such strength would be its direct
detection in the intergalactic medium. In what follows
we explore the possibility of the measurement of such a
field with �-ray telescopes. We demonstrate that even
though the field is at the upper sensitivity end of the �-

ray technique, its detection should still be possible with
a deep exposure of the nearest blazars with CTA.

2. ANALYTICAL ESTIMATES

Fields with strengths in the range of B ⇠ 10�12 G
are at the upper end of the sensitivity reach of the �-
ray measurement method (Neronov & Semikoz 2009).
They are strong enough to deflect trajectories of elec-
trons with energies in the 10-100 TeV range. This im-
plies that the highest energy �-ray signal accessible to
telescopes should be used for the signal measurements.
In this situation it is not clear if the small angle deflec-
tion approximation previously used for the sensitivity
estimates used by (Neronov & Semikoz 2009) is valid.
We reassess the analytical estimates in this high-energy
/ strong field regime below.
The correlation length �B of cosmological magnetic

fields scales with the strength as (Banerjee & Jedamzik
2004)

B ⇠ 10�11


�B

1 kpc

�
G (1)

The field power spectrum is shaped by the turbulence
on the scales shorter than �B . The integral length scale
of the field with power spectrum PB(k) / k

�n as

�B ⇡ LB
n� 1

2n
=

LB

5
(2)

for n = 5/3 (assuming the Kolmogorov turbulence spec-
trum), where LB is the maximum scale of the Kol-
mogorov spectrum.
We consider secondary emission induced by interac-

tions of primary �-rays with energies E�0. The mean
free path of these �-rays through the EBL is

��0 ' 2.5


E�0

100 TeV

��1.6

Mpc (3)

For the analytical estimates we assume that each pri-
mary �-ray produces an electron and a positron with en-
ergies of Ee = E�0/2. The electrons and positrons cool
due to the inverse Compton scattering of CMB photons
on the distance scale

De ' 7


Ee

50 TeV

��1

kpc (4)

in the Thomson regime of inverse Compton scattering1

relevant for the scattering of CMB photons by electrons

1
Our numerical modeling takes into account the full Klein-Nishina

cross-section of inverse Compton scattering. The Klein-Nishna

e↵ect corrects analytical estimates, but does not change the qual-

itative picture presented in this section.
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Figure 3 The cosmic star-formation history as constrained from the optical depth data. The
shaded regions correspond to the 1� confidence regions on the star formation rate density as a
function of redshift, ⇢̇(z), obtained from two independent methods, based on 1) a physical EBL
model (green) and 2) an empirical EBL reconstruction (blue, see (14)). The data points show
the SFH derived from UV surveys at low z and deep Lyman Break Galaxy (LBG) surveys at
high-z (see review of (1) and references therein). Figure S11 in (14) includes a more complete
set of data from different tracers of the star-formation rate.
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